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Abstract—We address the problem of assigning consistently oriented normal vectors to unorganized point cloud with noises, non-uniformities, and thin-sharp features as a pre-processing step to surface reconstruction. The conventional orienting scheme using minimal spanning tree fails on points with the above defects. Different from the recently developed consolidation technique, our approach does not modify (i.e., down-sampling) the given point cloud so that we can reconstruct more surface details in the regions with very few points. The method consists of three major steps. We first propose a modified scheme of generating adaptive spherical cover for unorganized points by adding a sphere splitting step based on eigenvalue analysis. This modification can better preserve the connectivity of surface generated from the spheres in the highly sparse region. After generating the triangular mesh surface and cleaning its topology, a local search based algorithm is conducted to find the closest triangle to every input points and then specify their orientations. Lastly, an orientation-aware principle component analysis step gives correct and consistently oriented normal vectors to unorganized points. Conventional implicit surface fitting based approach can successfully reconstruct high quality surfaces from the unorganized point cloud with the help of consistently oriented normal vectors generated by our method.
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1. INTRODUCTION

The reverse engineering problem for reconstructing three dimensional models in a computer system from unorganized points that are generated by 3D surface scanning devices has been a subject of intensive research for many years. The scanned 3D surface represented by scattered points, the triangulation and topology cleaning procedure (ref. [8]) can generate a triangular mesh roughly presenting the underlying surface S. Although this mesh M is not a good approximation of S, it gives a very robust evidence for assigning the orientation of input points. A straightforward way is to find the closest point c_p on M for each input point p, then the normal vector n_{c_p}, of c_p on M is assigned as the normal vector of p. Nevertheless, as M is an inaccurate approximation of S, such normal vectors give inaccurate surface information to the downstream mesh reconstruction algorithm (e.g., [9]). Therefore, instead of assigning n_{c_p} to p, we only let p hold the orientation of n_{c_p} – thus, we name our method as orienting approach (ORT). An orientation-aware Principle Component Analysis (PCA) step is adopted to assign correct and consistently oriented normal vectors to the unorganized points. Moreover, the ASC constructed in the first step will be employed to speed up the
Fig. 1. Surface reconstruction results on (a) the Venus model (72.5k points) with noises and non-uniform point density by different approaches, including: (b) Tight CoCone [4], (c) the integrating approach with adaptive spherical cover (ASC) followed by a meshing step [8], (d) the conventional minimal spanning tree (MST) based normal estimation [1] followed by a radial basis function (RBF) based surface reconstruction [9]. (e)-(i) the point cloud consolidation (Cons) [7] followed by RBF-based surface reconstruction, and (j) the orienting approach (ORT) with RBF-based reconstruction. For those resultant mesh surfaces generated by RBF, the left picture shows the direct rendering of points (or particles for [7]) with estimated normal vectors. From the result of MST, it is easy to find that many points are displayed in black since their orientations are detected incorrectly. In the results of Cons [7] ((e)-(i)), \( h \) is a parameter for the support size of particles and \( \text{Iter} \) stands for the number of iteration steps. The failure of Tight CoCone, ASC+Meshing and MST+RBF is mainly caused by the sparseness of input points. Producing a denser and more uniformly distributed set of points can improve the quality of reconstructed surfaces by them.

The experimental results demonstrate that our approach can successfully orient the unorganized point clouds for various models – so that conventional schemes like [9] can reconstruct a proper surface for the input data. Figure 1 shows a comparison of the results between other approaches and ours on a Venus head model with non-uniform point density and noises. Our approach (ORT+RBF) gives the best reconstruction result. The good performance of our approach is benefited by 1) the proposed framework of using adaptive ASC to give the consistent orientation of points and 2) the newly developed sphere splitting step based on eigenvalue analysis.

2. RELATED WORK

The existing work in the literature can be classified into two major groups: 1) computational geometry approaches and 2) volumetric reconstruction techniques, which will be reviewed below.

The computational geometry approaches are usually based on the Voronoi diagram of a given point cloud and reconstruct a mesh surface by directly linking the input samples. Normal information is not required. Amenta et al. in [2] gave a provable guarantee of reconstructing a correct model given a minimum sampling density dependent on the local feature size. The approach was further extended to be able to handle noisy input in [10]. However, as they did not remove outliers, the quality of the resultant meshes was not good. Several variations of [2] are available in [3], [4], [11], [12]. When applying these algorithms to practical data sets, there are two difficulties. First, both memory and time cost to compute Voronoi diagram are expensive. Second, such approaches request the input points to satisfy the \( d \)-covering requirement – i.e., the point set \( S \) sampled from the model \( H \) has any point \( p \) on \( H \) that can find a point \( q \in S \) such that \( ||p - q|| \leq d \), where \( d \) is less than the smallest feature’s size on \( M \). This is hard to be satisfied, especially in the regions with highly sparse points and with noises embedded in \( S \) (see the examples shown in Fig.1 and Fig.16 where the Tight CoCone approach [4] fails). To the best of our knowledge, the integrating approach presented in [8] is a very good approach that can handle the above difficulties while does not need the input points to be equipped with normal vectors. However, their algorithm does not preserve the connectivity of underlying surfaces in the regions with very few points. Our extension of [8]...
contributes to this.

The volumetric reconstruction techniques attempt to build a signed implicit function that interpolates or approximates the point cloud samples (ref. [1], [9], [13], [14], [15], [16], [17], [18]), and then extract its isosurface using, e.g., the Marching Cubes algorithm [19]. Nevertheless, the computation of such a signed implicit function requires the point cloud samples to be equipped with normal vectors, which can hardly be obtained directly from scanning devices. The estimation of consistently oriented normals on given cloudy points is actually one of the most critical steps in the reconstruction pipeline (ref. [1], [20])—especially when the points are in the presence of noise, holes, sharp features, or thin structures. The most widely adopted approach to make the consistently oriented normal vectors is the orientation propagation algorithm using minimal spanning tree (MST) in [1], which however performs very poor on point clouds with the above defects. The orienting method presented in this paper overcomes these difficulties, and can generate consistently oriented normal vectors on unorganized points with noises, holes, sharp features and regions with highly sparse points. Moreover, compared with the conventional approach using MST, our method for orienting unorganized points is much faster.

The most recent work presented in [7] tries to address the similar problem as we do. However, their projection and down-sampling based strategy may destroy some small features of the underlying surface when the points are sparse. Our approach does not have such defect.

3. MODIFIED ADAPTIVE SPHERICAL COVER

The adaptive spherical cover (ASC) generated in [8] works well on a noisy point cloud \( S = \{p_1, \cdots, p_n\} \) with \( n \) scattered points, and outputs a set of covering spheres which will be employed to construct triangular meshes by linking the auxiliary points in the spheres. To compensate the variation of point density on \( S \), every point is assigned with a weight

\[
    w_i = \frac{1}{k} \sum_{j=1}^{k} \| p_i - p_j \|^2
\]

where \( \{p_j\}_{j=1}^{k} \subset S \) are the \( k \)-nearest neighbors of \( p_i \). We select \( k = 10 \) in all our experimental tests, which well balances the speed and quality. Also, the unit normals \( \{n_1, \cdots, n_n\} \) at the points of \( S \) are evaluated by their \( k \)-nearest neighbors using a standard covariance-based technique [1]. Note that, at this moment, the normal vectors are not necessary to be consistently oriented. Only their directions will be useful for the evaluation of quadric-error function below.

At the beginning of the spherical covering algorithm, all points in \( S \) are assigned as uncovered. Then, the algorithm will generate \( m \) spheres centered at \( \{c_1, \cdots, c_m\} \subset S \) with the radii \( \{r_1, \cdots, r_m\} \) chosen adaptively by repeating the following steps until no point is found to be uncovered.

1) Randomly select a point \( c_i \) from the set of uncovered points to serve as the center of a new sphere.
2) For each sphere, if its radius \( r \) was known, a quadric-error function centered at \( c_i \) is defined as

\[
    Q_{c_i,r}(x) = \sum_{j} w_j G_{\sigma}(\|p_j - c_j\|)(n_j \cdot (x - p_j))^2
\]

with \( G_{\sigma}(\rho) \) being a compactly supported Gaussian-like function

\[
    G_{\sigma}(\rho) = \begin{cases} \exp(-8(\rho/\sigma)^2), & |\rho| \in [0, \sigma/2] \\ 16(1 - \rho/\sigma)^3/\epsilon^2, & |\rho| \in (\sigma/2, \sigma] \\ 0, & |\rho| \in (\sigma, \infty) \end{cases}
\]

The function \( Q_{c_i,r}(x) \) is locally defined on all the scattered points \( p_j \) falling in the range with \( \|p_j - c_j\| \leq \sigma \). A practical choice for the support size is \( \sigma = 2r \). The position \( x_{\text{min}} \), which minimizes the value of \( Q(c_i, r, x) \), can be determined robustly through singular value decomposition (SVD) of the linear equations

\[
    \frac{\partial Q_{c_i,r}(x)}{\partial x} = 0.
\]

The value of \( r \) is determined by solving the following nonlinear equation

\[
    Q_{c_i,r}(x_{\text{min}}) = (\varepsilon L)^2,
\]

where \( L \) is the length of the main diagonal of the bounding box of point set \( S \), and \( \varepsilon \) is an error control threshold (\( \varepsilon = 10^{-5} \) is employed in all our tests).

3) After obtaining \( r \), we check whether the point \( x_{\text{min}} \) lies in the sphere \( \|x - c_i\| \leq r \). If it does, \( x_{\text{min}} \) serves as the auxiliary point of the sphere; otherwise, we simply assign the sphere center \( c_i \) as the auxiliary point.

4) Project the set of points in the sphere onto the tangent plane at \((x - c_i) \cdot c_i = 0\), and then compute the 2D convex hull of the projections. The points not on the boundary of the 2D convex hull are labeled as covered.

The ASC generated by these steps will later be triangulated into mesh surfaces. Stimulated by the nerve complex associated with a family of balls [21], Ohtake et al. [8] created a triangle for every three spheres if and only if there exists two intersection points of them and at least one of the intersection points is not inside other spheres (except these three). The triangle links the auxiliary points in the spheres. Although non-manifold entities may be generated, they can be removed by the mesh cleaning step (details can be found in [8]). The mesh cleaning step will also propagate the consistent orientation along the resultant two-manifold mesh surface \( M \).

The weights defined on points (Eq.(1)), which is based on the average distance to their \( k \)-nearest neighbors of \( p_i \), work according to the non-uniform density of the given points in some sense. However, such weights do
not reflect the distribution of the points around a point $p_i$. Based on this reason, the spheres generated by the above ASC scheme is problematic in the regions with very sparse points where the sparseness is anisotropic. An illustration of such a case is shown in Fig.2, where only one single line of spheres is constructed by the ASC scheme. As a result, no triangles (nor triangles linked by hanging vertices) can be generated around such spheres. Thus, the surfaces in the left and the right regions are separated on the resultant mesh $M$. The regions will be further separated after the cleaning step as the non-manifold entities will be removed. Figure 3 shows such a region on the feet of a human model from scanned raw data. The connectivity for linking these regions is important as breaking the connectivity may make two originally connected regions have opposite orientations – i.e., one is flipped. Such an orientation flip will fail the downstream surface reconstruction algorithm. To prevent the orientation flip, the best way is to avoid breaking the spheres connectivity of ASC in anisotropic sparse regions.

First, the spheres in the anisotropic sparse regions are detected. For a sphere $s_c$, centered at $c_i$, the spheres centered at $c_j$ intersecting with $s_c$ form its neighboring sphere set. Then, the neighbor voting tensor for the distribution of spheres around $s_c$ is computed by

$$F_{c_i} = \sum_j (c_j - c_i)(c_j - c_i)^T,$$

which is a $3 \times 3$ matrix. After computing the eigen-values $(|\lambda_1| \geq |\lambda_2| \geq |\lambda_3|)$ of the neighbor voting tensor $F_{c_i}$, if the other two eigen-values are trivial compared with the one with the greatest magnitude, the distribution of spheres around $s_c$ should be anisotropic. In our practical implementation, we can detect spheres in the anisotropic distributed regions by checking if $|\lambda_1| > \mu |\lambda_2|$ with $\mu \in [2.0, 5.0]$. $\mu = 3.0$ is employed for all examples shown in this paper. Figure 4 shows the sphere detection on the foot example of Fig.3.

The spheres in the anisotropic sparse regions, which cannot preserve the connectivity of regions on their two sides during the triangulation and mesh cleaning, will be modified by a splitting scheme. Every such sphere is split into four sub-spheres. For a sphere $s_{c_i}$ in the anisotropic region, its center $c_i$ and the unit normal vector $n_i$ at the center have been defined. If $\nu_1$ is the eigen-vector of its neighbor voting tensor $F_{c_i}$ corresponding to the largest eigen-value $|\lambda_1|$, we first project $\nu_1$ onto the tangent plane $(x - c_i) \cdot n_i = 0$ at $c_i$.

$$v_a = \nu_1 - (\nu_1 \cdot n_i)n_i \frac{(x - c_i) \cdot n_i}{\|v_i - (\nu_1 \cdot n_i)n_i\|}$$

Its orthogonal vector on the tangent plane can then be found by the cross-product as $v_b = n_i \times v_a$. The four sub-spheres split from $s_{c_i}$ are located at

$$c_i \pm \frac{r}{2}v_a \pm \frac{r}{2}v_b + \epsilon$$

with $r$ being the radius of $s_{c_i}$ and $\epsilon$ being a very small random perturbation for each sphere. $\frac{r}{2}$ is assigned as the radius of these sub-spheres. To enhance the robustness of this splitting scheme, we also split the spheres adjacent to (i.e., intersecting) the detected spheres in the anisotropic distributed regions. An illustration is given in Fig.5.

The points of the given point cloud covered by the sphere $s_{c_i}$ will be checked to see if they are covered by the new sub-sphere. The auxiliary point in a new spheres is assigned by finding a point minimizing the quadratic-error function defined in Eq.(2). In addition, the new
Fig. 5. Sphere splitting scheme: the red ones are split from the spheres in the anisotropic sparse regions, and the green ones are split from the neighboring spheres of the detected spheres.

Fig. 6. The connectivity on separated regions is preserved after the cleaning step on the mesh generated from the modified adaptive spherical cover.

\(x_{\text{min}}\) must be detected to see whether it is inside the corresponding sphere. If it is not, the sphere’s center will simply be used as the auxiliary point. Note that, there is no guarantee that all the points originally covered by \(s_{ci}\) will be covered by the new spheres. However, this will not affect the later meshing and normal estimation step of our algorithm. From the foot model example shown in Fig.6, we can easily find that the modified ASC scheme with sphere splitting step can better preserve the original shape on the underlying surface.

4. ORIENTING UNORGANIZED POINTS

After triangulating the auxiliary points in the modified adaptive spherical cover into a triangular mesh and cleaning its topology, we obtain a rough mesh surface \(M\) for approximating the underlying surface, which is represented by the input scattered data point \(S\). Although \(M\) does not accurately approximate the shape of the underlying surface \(H\), it gives a very good estimation of \(H\)’s topology. Therefore, very good estimation of the orientation on \(H\) for the points in \(S\) can be found from \(M\).

Basically, there are three ways to determine the normal vectors for the points of the given set \(S = \{p_1, \cdots, p_n\}\). All need to first search the closest point \(c_{pi}\) on the rough mesh surface \(M\) to every scattered point \(p_i\). The normal vector of \(c_{pi}\) on \(M\), \(n_{c_{pi}}\), can also be obtained.

- **Direct Transfer:** Simply assign \(n_i = n_{c_{pi}}\).
- **Direct Flipping:** With the pre-computed unit normal vector \(n_i\) using PCA analysis, if \(n_{c_{pi}} \cdot n_i < 0\), let \(n_i = -n_i\).
- **Orientation-aware PCA:** For the \(k\) neighboring points \(p_j\) around \(p_i\), only the points which satisfy \(n_{c_{pj}} \cdot n_{c_{pi}} \geq 0\) are included to be applied with a new covariant Principal Component Analysis (PCA) to calculate a new normal vector \(n_{\text{new}}^i\) on \(p_i\).

The reconstructed mesh surface using the RBF based approach [9] is more sensitive to the orientation direction than the exact normal as the method does not really interpolate (or approximate) the normal vectors on the scattered points – instead, the off-points are generated to for approximating the inside/outside of the implicit surface. However, study still shows that the orientation-aware PCA scheme outperforms other two schemes in some examples (see Fig.7). Thus, the orientation-aware PCA scheme is adopted in our approach.

The only issue left unsolved now is how to efficiently find the closest point on \(M\) to the scattered point \(p_i\). A general solution for closest point search is to establish the Bounding Volume Hierarchy (BVH) (e.g., the Swept Sphere Volume Hierarchy (SSVH) presented in [22]). However, as the closest point search problem has its own characteristic, a faster approach can be developed.
rather than using the general method like SSVH. This is because every vertex on the rough mesh $M$ is always covered by spheres of the adaptive spherical cover (ASC). Moreover, most scattered points in $S$ must also be covered by the spheres from ASC although there are very few escapees after the adaptive sphere splitting. Therefore, for a point $p_i$ from $S$, if it is covered by a sphere $\mathcal{E}$, its closest point will be searched on the triangles of a set $T_{\text{set}}$. $T_{\text{set}}$ includes all the triangles with at least one vertex enclosed by $\mathcal{E}$. If the vertex enclosed by $\mathcal{E}$ has been removed during the mesh cleaning process, the triangles adjacent to the vertices enclosed by $\mathcal{E}_{\text{neigh}}$ will be included into $T_{\text{set}}$. Here, $\mathcal{E}_{\text{neigh}}$ are spheres intersecting $\mathcal{E}$. If the point $p_i$ is not covered by any sphere, we will select the sphere who covers the closest neighbor of $p_i$ as $\mathcal{E}$ to determine the set $T_{\text{set}}$ of triangles. In the experimental tests shown in the section below, we compare the search conducted by SSVH with this local search scheme. The results show that ours is three to four times faster than SSVH as the construction of SSVH takes a lot of time while ours only use the ASC structure which has already been established.

5. RESULTS

The proposed approach has been implemented in Visual C++. Our implementation has been tested on a variety of models. The statistics in this paper are all tested on a standard PC with Intel Core 2 CPU 6600 at 2.4GHz plus 2.0GB RAM.

The first example tested is the Venus head model with noises and non-uniform sparseness, which is shown in Fig.1. Note that making the density of points much farther sparse may lead our method also failed, so as others. Our method gives better result than other approaches here. The second example is the real data of a human model captured by a laser-based human scan system with only two column laser scanners. Note that different from the previous system with four or six columns, the points are roughly two pieces – one is captured from the front and another from the back (see Fig.8). The reconstructions from the Tight CoCone [4] and the integrating approach (ASC + Meshing) [8] do not give a good surface approximation at the place where no scan point is presented. The conventional normal orienting method (MST) [1] will generate flipped orientation on the front and back parts of a human model, so the resultant implicit surface from RBF based reconstruction [9] will have wrong topology. The surface generated from the down-sampled particles and their normals from the consolidation scheme (Cons) [7] give a very poor shape to the right foot of the human body. This is because the points are highly sparse in that region, and the down-sampling strategy from [7] further damages the very limited number of data points there. Similar effects from the consolidation approach can also be found in other examples shown below. The parameter $h$ used in all the tests here are chosen by a trial and error procedure – we try several values for $h$, the one with best reconstruction result is displayed. Furthermore, when testing the consolidation approach [7], in order to estimate the normals correctly we apply the normal propagation and the orientation-aware PCA iteratively for five to ten times in all tests. Another example for the reconstruction of human body is shown in Fig.9. The fourth example is to test our method on a pelvis model with a more complex topology (i.e., with high genus number). From the results shown in Fig.10, it is easy to find that other approaches are likely to produce an incorrect topology on the resultant surfaces because of incorrect orientations assigned to sample points.

The following examples are conducted to test the performance of our approach versus others on models with sharp (or thin) features. The first try is given on a vase-lion model with 182k points (see Fig.11) – there are many small and thin features on the lion’s hair. The conventional minimal spanning tree (MST) based normal propagation followed by a RBF-based surface reconstruction will destroy some of the small features as incorrect normal orientations are assigned to some
points – see the points displayed in black in Fig.11. When testing this vase-lion model on the executable program shared by the authors of [7], the program surprisingly crashed in the normal propagation step. Our normal orienting approach can successfully assign correct orientations to the given points so that a correct vase-lion model can be reconstructed. The second example of the reconstruction with thin features is a blade model (see Fig.12). The thin feature is also damaged by the consolidation approach [7] as the point density on the given point cloud is not high enough to make the thin feature survive during down-sampling. Even if working on the dense point cloud, our method still does outperform other approaches – see the last example of a scissor model with sharp features in Fig.13. Again, the MST+RBF approach cannot reconstruct surface with a correct topology, and the Cons+RBF method gives a bad shape at the tip. To further evaluate the oriented normal vectors constructed by our approach, we apply them to another volumetric reconstruction approach – Poisson surface reconstruction [18]. Comparison of results for the scissor model using oriented normals generated by different approaches can be found in Fig.14. Moreover, points equipped with the oriented normal vectors generated by our approach have the capability to present complex geometry details on the reconstructed surfaces (see the example shown in Fig.15).

Another interesting study is about the efficiency of our algorithm presented in this paper compared with the minimal spanning tree based conventional approach and the recently presented consolidation approach in [7]. In fact, the speed of our local search based scheme compared with the global method using SSVH [22] is also given. The computational statistics are shown in Table 1. From them, it is easy to find that our orienting approach is much faster than the conventional approach using minimal spanning tree on those large models. Ours is also more efficient than the consolidation approach. Benefited by the already constructed ASC structure, the local search based normal orienting is about three to four times faster than the global search using SSVH.

A major limitation of our approach is that we will also process the outliers in the given points as we do not modify the points (e.g., the incomplete model shown in Fig.16 with outliers and structured noises). However, after checking all other approaches, it seems none approach can generate satisfactory results when using RBF-based surface reconstruction. When applying the Poisson surface reconstruction approach, only the oriented normal vectors generated by our approach (ORT) can give satisfactory result (see the bottom row of Fig.16).
### TABLE I

**Computational Statistics**

<table>
<thead>
<tr>
<th>Model</th>
<th>Figure</th>
<th>Points Num.</th>
<th>Time of MST (sec.)</th>
<th>Time of Consolidation</th>
<th>Time of Our Approach (sec.)</th>
<th>Time of SSVH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Venus</td>
<td>1</td>
<td>72.5k</td>
<td>38.5</td>
<td>7,255</td>
<td>36.9 + 7.0</td>
<td>4.6</td>
</tr>
<tr>
<td>Human-body I</td>
<td>8</td>
<td>170k</td>
<td>93.0</td>
<td>8,518</td>
<td>23.1 + 10.0</td>
<td>4.7</td>
</tr>
<tr>
<td>Human-body II</td>
<td>9</td>
<td>85.8k</td>
<td>24.8</td>
<td>17,151</td>
<td>32.7 + 32.0</td>
<td>2.6</td>
</tr>
<tr>
<td>Pelvis</td>
<td>10</td>
<td>50.7k</td>
<td>17.7</td>
<td>10,137</td>
<td>13.0 + 17.0</td>
<td>3.3</td>
</tr>
<tr>
<td>Vase-lion</td>
<td>11</td>
<td>182k</td>
<td>166.4</td>
<td>Failed*</td>
<td>Failed*</td>
<td>6.0</td>
</tr>
<tr>
<td>Blade</td>
<td>12</td>
<td>25k</td>
<td>3.7</td>
<td>5,000</td>
<td>6.8 + 5.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Scissor</td>
<td>13</td>
<td>212k</td>
<td>248.6</td>
<td>10,616</td>
<td>34.7 + 14.0</td>
<td>10.0</td>
</tr>
<tr>
<td>Fish</td>
<td>15</td>
<td>217k</td>
<td>247.5</td>
<td>21,698</td>
<td>44.6 + 19.3</td>
<td>5.2</td>
</tr>
<tr>
<td>Filigree</td>
<td>15</td>
<td>250k</td>
<td>330.3</td>
<td>25,000</td>
<td>39.4 + 50.5</td>
<td>13.8</td>
</tr>
</tbody>
</table>

†The time for the consolidation approach has two components: weighted LOP (former) and normal estimation (latter).

*The test of vase-lion model is failed in the executable program provided by the authors of the consolidation approach [7].

---

Fig. 11. Surface reconstruction results on the vase-lion model (182k points) by MST+RBF versus ORT+RBF. Many small features are damaged by the MTS+RBF approach (circled by red dash lines).

---

### 6. CONCLUSION AND DISCUSSION

In this paper, we have presented a robust and efficient method to assign consistently oriented normal vectors to unorganized points with noises, non-uniformities, and thin sharp features as a pre-processing step to surface reconstruction. The conventional method for this normal assignment step is through the minimal spanning tree based normal propagation, which however is not robust on the unorganized points with noises, non-uniformities, and thin sharp features. The newly developed point consolidation approach [7] tries to overcome such difficulties. Different from [7], our approach does not modify (i.e., down-sample) the given point cloud so that it can reconstruct more surface details than the consolidation approach in the regions with very few points. Our orienting approach consists of three steps: 1) modified ASC generation, 2) meshing and cleaning, and 3) local search based normal orienting. Experimental results prove that our approach can successfully orient the unorganized point clouds for various models, which benefits the downstream surface reconstructions.

A possible future work is to process the points by the robust statistics based method presented in a recent work (ref. [23]). Of course, this does not agree with the spirit of our approach as the points are modified, which may also destroy the geometry details on the underlying surfaces. To solve this problem will be one of our major future work. Another challenging problem is how to handle the structural noises, which will also be considered in our future work.

---
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