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#### Abstract

Feedback controllers, explicitly parameterized in a single parameter $\varepsilon$, are constructed to solve the well-known $H_{\infty}$ almost disturbance decoupling problem with measurement feedback and with internal stability ( $H_{\infty}$-ADDPMS) for con-tinuous-time linear systems. The construction of these feedback laws utilizes eigenstructure assignment algorithms and does not involve the solution of any parameterized algebraic Riccati equations. As a result, the coefficients of the feedback laws are explicitly given as polynomial matrices in $\varepsilon$. The results generalize the earlier work of Ozcetin et al. by allowing the system to have invariant zeros on the imaginary axis. Such a generalization is motivated by the recent development of low-gain feedback design technique.


## 1. Introduction

We revisit the problem of $H_{\infty}$ almost disturbance decoupling with measurement feedback and internal stability for continuous-time linear systems. The problem of almost disturbance decoupling has a vast history behind it, occupying a central part of classical as well as modern control theory. Several important problems, such as robust control, decentralized control, non-interactive control, model reference or tracking control, $H_{2}$ and $H_{\infty}$ optimal control problems can all be recast into an almost disturbance decoupling problem. Roughly speaking, the basic almost disturbance decoupling problem is to find an output feedback control law such that in the closed-loop system the disturbances are quenched, say in an $L_{p}$ sense, up to any prespecified degree of accuracy while maintaining internal stability. Such a problem was originally formulated by Willems $(1981,1982)$ and labelled ADDPMS (the almost disturbance decoupling problem with measurement feedback and internal stability). In a case where, instead of a measurement feedback, a state feedback is used, the above problem is termed an ADDPS (the almost disturbance decoupling problem with internal stability). The prefix $H_{\infty}$ in the acronyms $H_{\infty}$-ADDPMS and $H_{\infty}-$ ADDPS is used to specify that the degree of accuracy in disturbance quenching is measured in an $L_{2}$-sense.

There is extensive literature on the almost disturbance decoupling problem (see, for example, the recent work of Weiland and Willems 1989, and Ozcetin et al. 1993 a, b, and references therein). In Weiland and Willems (1989), several variations of the
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disturbance decoupling problems and their solvability conditions are summarized, and the necessary and sufficient conditions are given under which the $H_{\infty}$-ADDPMS and $H_{\infty}$-ADDPS for continuous-time linear systems are solvable. These conditions are given in terms of geometry subspaces and for strictly proper systems (i.e. without direct feedthrough terms from the control input to the output to be controlled and from the disturbance input to the measurement output). Under these conditions, Ozcetin et al. (1993 a) constructs feedback laws, parameterized explicitly in a single parameter $\varepsilon$, that solve the $H_{\infty}$-ADDPMS and the $H_{\infty}$-ADDPS. These results were later extended to proper systems (i.e. with direct feedthrough terms) in Ozcetin et al. (1993 b). The construction of these feedback laws utilizes explicit eigenstructure assignment algorithms and avoids the solution of any parameterized algebraic Riccati equations. As a result, the structure and design of the controllers do not require an explicit value of the parameter $\varepsilon$. As pointed out in Ozcetin et al. (1993 a, b), such a design approach has several distinct advantages, the prominent ones among which are that it is a 'one-shot' design and does not encounter arbitrarily small or large numbers, and hence it is not plagued by numerical 'stiffness'.

We note that in all the results mentioned above, the internal stability was always with respect to a closed set in the complex plane. Such a closeness restriction, while facilitating the development of the above results, excludes systems with disturbance affected purely imaginary invariant zero dynamics from consideration. Only recently was this 'final' restriction on the internal stability restriction removed by Scherer (1992), thus allowing purely imaginary invariant zero dynamics to be affected by the disturbance. More specifically, the work of Scherer (1992) gave a set of necessary and sufficient conditions under which the $H_{\infty}$-ADDPMS and $H_{\infty}$-ADDPS, with internal stability being with respect to the open left-half plane, are solvable for general proper linear systems. When the stability is with respect to the open left-half plane, the $H_{\infty^{-}}$ ADDPMS and $H_{\infty}$-ADDPS will be referred to as the general $H_{\infty}$-ADDPMS and the general $H_{\infty}$-ADDPS, respectively.

The objective of this paper is to generalize the direct eigenstructure assignment approach to design for $H_{\infty}$-ADDPMS of Ozcetin et al. (1993 a, b) by allowing the system to have invariant zeros on an imaginary axis. We would like to note that a drastic level of complexity is added to the design in a general setting when one allows the system to have invariant zeros on the imaginary axis. Thus, due to the generality of the problem considered, there is inherently a certain degree of complexity in presenting our design algorithm. We, however, would like to emphasize that although our design algorithm appears to be complex, our step-by-step presentation facilitates its numerical implementation. In fact, our experience with its implementation in Matlab indicates that it is straightforward to come up with a stabilizing controller which quenches the disturbance to any desired level of accuracy.

To state our problem more precisely, we consider the general $H_{\infty}$-ADDPMS and the general $H_{\infty}$-ADDPS for the following general continuous-time linear system, $\Sigma$ :

$$
\left.\begin{array}{l}
\dot{x}=A x+B u+E w  \tag{1}\\
y=C_{1} x+D_{1} w \\
z=C_{2} x+D_{2} u+D_{22} w
\end{array}\right\}
$$

where $x \in \mathbb{R}^{n}$ is the state, $u \in \mathbb{R}^{m}$ is the control input, $y \in \mathbb{R}^{\ell}$ is the measurement, $w \in \mathbb{R}^{q}$ is the disturbance and $z \in \mathbb{R}^{p}$ is the output to be controlled. $A, B, E, C_{1}, C_{2}$,
$D_{1}, D_{2}$ and $D_{22}$ are constant matrices of appropriate dimensions. For convenient references in the future development, throughout this paper, we define $\Sigma_{\mathrm{P}}$ to be the subsystem characterized by the matrix quadruple $\left(A, B, C_{2}, D_{2}\right)$, and $\Sigma_{\mathrm{Q}}$ to be the subsystem characterized by the matrix quadruple ( $A, E, C_{1}, D_{1}$ ). The following dynamic feedback control laws, $\Sigma_{c}$, are investigated:

$$
\left.\begin{array}{l}
\dot{x}_{c}=A_{c} x_{c}+B_{c} y  \tag{2}\\
u=C_{c} x_{c}+D_{c} y
\end{array}\right\}
$$

The controller $\Sigma_{c}$ of equation (2) is said to be internally stabilizing when applied to the system $\sum$, if the following matrix is asymptotically stable:

$$
A_{\mathrm{cl}}:=\left[\begin{array}{cc}
A+B D_{c} C_{1} & B C_{c}  \tag{3}\\
B_{c} C_{1} & A_{c}
\end{array}\right]
$$

i.e. all its eigenvalues lie in the open left-half complex plane. Denote by $T_{z w}$ the corresponding closed-loop transfer matrix from the disturbance $w$ to the output to be controlled $z$, i.e.

$$
\begin{align*}
T_{z w}= & {\left[\begin{array}{ll}
C_{2}+D_{2} D_{c} C_{1} & D_{2} C_{c}
\end{array}\right]\left(s I-\left[\begin{array}{cc}
A+B D_{c} C_{1} & B C_{c} \\
B_{c} C_{1} & A_{c}
\end{array}\right]\right)^{-1}\left[\begin{array}{c}
E+B D_{c} D_{1} \\
B_{c} D_{1}
\end{array}\right] } \\
& +D_{2} D_{c} D_{1}+D_{22} \tag{4}
\end{align*}
$$

The $H_{\infty}$ norm of the transfer matrix $T_{z w}$ is given by

$$
\begin{equation*}
\left\|T_{z w}\right\|_{\infty}:=\sup _{\omega \in[0, \infty)} \sigma_{\max }\left[T_{z w}(j \omega)\right] \tag{5}
\end{equation*}
$$

where $\sigma_{\max }[\cdot]$ denotes the largest singular value. Then the general $H_{\infty}$-ADDPMS and the general $H_{\infty}$-ADDPS can be formally defined as follows.

Definition 1: The general $H_{\infty}$ almost disturbance decoupling problem with measurement feedback and internal stability (the general $H_{\infty}$-ADDPMS) for equation (1) is said to be solvable if, for any given positive scalar $\gamma>0$, there exists at least one controller of the form of equation (2) such that
(1) in the absence of disturbance, the closed-loop system comprising the system equations (1) and the controller equations (2) is asymptotically stable, i.e. the matrix $A_{\mathrm{cl}}$ as given by equation (3) is asymptotically stable;
(2) the closed-loop system has an $L_{2}$-gain, from the disturbance $w$ to the controlled output $z$, that is less than or equal to $\gamma$, i.e.

$$
\begin{equation*}
\|z\|_{L_{2}} \leq \gamma\|w\|_{L_{2}}, \quad \forall w \in L_{2} \text { and for }\left(x(0), x_{c}(0)\right)=(0,0) \tag{6}
\end{equation*}
$$

Equivalently, the $H_{\infty}$-norm of the closed-loop transfer matrix from $w$ to $z$, $T_{z w}$, is less than or equal to $\gamma$, i.e. $\left\|T_{z w}\right\|_{\infty} \leq \gamma$.
In the case that $C_{1}=I$ and $D_{1}=0$, the general $H_{\infty}$-ADDPMS as defined above becomes the general $H_{\infty}$-ADDPS, where only a static state feedback instead of the dynamic output feedback in equation (2) is necessary.

As stated earlier, the objective of this paper is to construct families of feedback control laws of the form in equations (2), parameterized in a single parameter, say $\varepsilon$, that, under the necessary and sufficient conditions of Scherer (1992), solve the abovedefined general $H_{\infty}$-ADDPMS and $H_{\infty}$-ADDPS for general systems whose subsystems $\Sigma_{\mathrm{P}}$ and $\Sigma_{\mathrm{Q}}$ may have invariant zeros on the imaginary axis. The feedback control laws we are to construct are observer-based. A family of static state feedback control laws parameterized in a single parameter is first constructed to solve the general $H_{\infty}$-ADDPS. A class of observers parameterized in the same parameter $\varepsilon$ is then constructed to implement the state feedback control laws and thus obtain a family of dynamic measurement feedback control laws parameterized in a single parameter $\varepsilon$ that solve the general $H_{\infty}$-ADDPMS. The basic tools we use in the construction of such families of feedback control laws are: (1) the special coordinate basis, developed by Sannuti and Saberi (1987) and Saberi and Sannuti (1990), in which a linear system is decomposed into several subsystems corresponding to its finite and infinite zero structures as well as its invertibility structures; (2) a block diagonal controllability canonical form that puts the dynamics of imaginary invariant zeros into a special canonical form under which the low-gain design technique can be applied; (3) the $H_{\infty}$ low-and-high gain design technique that is to be fully developed here. The development of such an $H_{\infty}$ low-and-high gain design technique was originated in $\operatorname{Lin}$ (1998) and Lin et al. (1997) in the context of $H_{\infty^{-}}$ ADDPMS for special classes of non-linear systems that specialize to a SISO (and hence square invertible) linear system having no invariant zeros in the open righthalf plane.

The outline of this paper is as follows: Section 2 recalls the background materials on the solvability conditions for the general $H_{\infty}$-ADDPMS and the special coordinate basis of linear systems, $\S 3$ deals with control law design for the $H_{\infty}$-ADDPS, $\S 4$ deals with the construction of both full- and reduced order output feedback controllers that solve the general $H_{\infty}-\mathrm{ADDPMS}$, and finally, the concluding remarks are made in §5.

Throughout this paper, the following notation will be used: $X^{\prime}$ denotes the transpose of matrix $X ; I$ denotes an identity matrix with appropriate dimensions; $\mathbb{R}$ is the set of all real numbers; $\mathbb{C}$ is the set of all complex numbers; $\mathbb{C}^{-}, \mathbb{C}^{0}$ and $\mathbb{C}^{+}$ are the open left-half complex plane, the imaginary axis and the open right-half complex plane, respectively; $\operatorname{Ker}(X)$ is the kernel of $X ; \operatorname{Im}(X)$ is the image of $X$; $\lambda(X)$ is the set of eigenvalues of a real square matrix $X$; and $\sigma_{\max }(X)$ denotes the maximum singular value of matrix $X$. The following definitions of geometric subspaces of linear systems will also be used intensively throughout the paper:

Definition 2: Consider a linear system $\sum *$ characterized by a matrix quadruple $(A, B, C, D)$. The weakly unobservable subspaces of $\Sigma *, \mathcal{V}^{\mathrm{X}}$, and the strongly controllable subspaces of $\sum *, s^{\mathrm{X}}$, are defined as follows:
(1) $\mathcal{V}^{\mathrm{X}}\left(\sum_{*}\right)$ is the maximal subspace of $\mathbb{R}^{n}$ which is $(A+B F)$-invariant and contained in $\operatorname{Ker}(C+D F)$ such that the eigenvalues of $(A+B F) \mid \mathcal{V}^{\mathrm{X}}$ are contained in $\mathbb{C}^{\mathrm{X}} \subseteq \mathbb{C}$ for some constant matrix $F$;
(2) $s^{\mathrm{X}}\left(\sum_{*}\right)$ is the minimal $(A+K C)$-invariant subspace of $\mathbb{R}^{n}$ containing $\operatorname{Im}(B+K D)$ such that the eigenvalues of the map which is induced by $(A+K C)$ on the factor space $\mathbb{R}^{n} / s^{X}$ are contained in $\mathbb{C}^{X} \subseteq \mathbb{C}$ for some constant matrix $K$.

Furthermore, we denote $\mathcal{V}^{-}=\mathcal{V}^{\mathrm{X}}$ and $s^{-}=s^{\mathrm{X}}$ if $\mathbb{C}^{\mathrm{X}}=\mathbb{C}^{-} \cup \mathbb{C}^{0}, \mathcal{V}^{+}=\mathcal{V}^{\mathrm{X}}$ and $s^{+}=s^{\mathrm{X}}$ if $\mathbb{C}^{\mathrm{X}}=\mathbb{C}^{+}$, and finally ${v^{*}}^{*}=\mathcal{V}^{\mathrm{X}}$ and $s^{*}=s^{\mathrm{X}}$ if $\mathbb{C}^{\mathrm{X}}=\mathbb{C}$.
Definition 3: Consider a linear system $\Sigma *$ characterized by a matrix quadruple $(A, B, C, D)$. For any $\lambda_{0} \in \mathbb{C}$, we define

$$
s_{\lambda_{0}}\left(\sum_{*}\right):=\left\{x \in \mathbb{C}^{n} \mid \exists u \in \mathbb{C}^{n+m}:\binom{x}{0}=\left[\begin{array}{cc}
A-\lambda_{0} I & B  \tag{7}\\
C & D
\end{array}\right] u\right\}
$$

and

$$
\nu_{\lambda_{0}}\left(\Sigma_{*}\right):=\left\{x \in \mathbb{C}^{n} \mid \exists u \in \mathbb{C}^{m}: 0=\left[\begin{array}{cc}
A-\lambda_{0} I & B  \tag{8}\\
C & D
\end{array}\right]\binom{x}{u}\right\}
$$

$\nu_{\lambda_{0}}\left(\Sigma_{*}\right)$ and $s_{\lambda_{0}}\left(\Sigma_{*}\right)$ are associated with the so-called state zero directions of $\Sigma_{*}$ if $\lambda_{0}$ is an invariant zero of $\Sigma_{*}$.

## 2. Background materials

We first recall the special coordinate basis of linear time-invariant systems introduced by Sannuti and Saberi (1987) and Saberi and Sannuti (1990). Such a special coordinate basis has the distinct feature of explicitly displaying the finite and infinite zero structures as well as the invertibility structure of a given system. Connections between the special coordinate basis and the various invariant subspaces of geometric theory, as needed for our development, are also given.

Let us consider a linear time-invariant (LTI) system $\Sigma_{*}$ characterized by the quadruple $(A, B, C, D)$ or in the state space form,

$$
\left.\begin{array}{rl}
\dot{x} & =A x+B u  \tag{9}\\
y & =C x+D u
\end{array}\right\}
$$

where $x \in \mathbb{R}^{n}, u \in \mathbb{R}^{m}$ and $y \in \mathbb{R}^{p}$ are the state, the input and the output of $\Sigma *$, respectively. It is simple to verify that there exist non-singular transformations $U$ and $V$ such that

$$
U D V=\left[\begin{array}{cc}
I_{m_{0}} & 0  \tag{10}\\
0 & 0
\end{array}\right]
$$

where $m_{0}$ is the rank of matrix $D$. In fact, $U$ can be chosen as an orthogonal matrix. Hence hereafter, without loss of generality, it is assumed that the matrix $D$ has the form given on the right hand side of equation (10). One can now rewrite the system of equations (9) as

$$
\left.\begin{array}{rl}
\dot{x} & =A x+\left[\begin{array}{ll}
B_{0} & B_{1}
\end{array}\right]\binom{u_{0}}{u_{1}} \\
\binom{y_{0}}{y_{1}} & =\left[\begin{array}{l}
C_{0} \\
C_{1}
\end{array}\right] x+\left[\begin{array}{cc}
I_{m_{0}} & 0 \\
0 & 0
\end{array}\right]\binom{u_{0}}{u_{1}} \tag{11}
\end{array}\right\}
$$

where the matrices $B_{0}, B_{1}, C_{0}$ and $C_{1}$ have appropriate dimensions. We now have the theorem given below.

Theorem 1 (SCB): Given the linear system $\sum *$ of (10), there exist
(1) coordinate free non-negative integers $n_{a}^{-}, n_{a}^{0}, n_{a}^{+}, n_{b}, n_{c}, n_{d}, m_{d} \leq m-m_{0}$ and $q_{i}, i=1, \ldots, m_{d}$,
(2) non-singular state, output and input transformations $\Gamma_{s}, \Gamma_{o}$ and $\Gamma_{i}$ which take the given $\sum_{*}$ into a special coordinate basis that displays explicitly both the finite and infinite zero structures of $\sum *$.

The special coordinate basis referred to above is described by the following set of equations:

$$
\begin{align*}
& x=\Gamma_{s} \tilde{x}, \quad y=\Gamma_{o} \tilde{y}, \quad u=\Gamma_{i} \tilde{u},  \tag{12}\\
& \tilde{x}=\left(\begin{array}{c}
x_{a} \\
x_{b} \\
x_{c} \\
x_{d}
\end{array}\right), \quad x_{a}=\left(\begin{array}{c}
x_{a}^{-} \\
x_{a}^{0} \\
x_{a}^{+}
\end{array}\right), \quad x_{d}=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{m_{d}}
\end{array}\right)  \tag{13}\\
& \tilde{y}=\left(\begin{array}{c}
y_{0} \\
y_{d} \\
y_{b}
\end{array}\right), \quad y_{d}=\left(\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{m_{d}}
\end{array}\right), \quad \tilde{u}=\left(\begin{array}{c}
u_{0} \\
u_{d} \\
u_{c}
\end{array}\right), \quad u_{d}=\left(\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{m_{d}}
\end{array}\right) \tag{14}
\end{align*}
$$

and

$$
\begin{align*}
\dot{x}_{a}^{-} & =A_{a a}^{-} x_{a}^{-}+B_{0 a}^{-} y_{0}+L_{a d}^{-} y_{d}+L_{a b}^{-} y_{b}  \tag{15}\\
\dot{x}_{a}^{0} & =A_{a a}^{0} x_{a}^{0}+B_{0 a}^{0} y_{0}+L_{a d}^{0} y_{d}+L_{a b}^{0} y_{b}  \tag{16}\\
\dot{x}_{a}^{+} & =A_{a a}^{+} x_{a}^{+}+B_{0 a}^{+} y_{0}+L_{a d}^{+} y_{d}+L_{a b}^{+} y_{b}  \tag{17}\\
\dot{x}_{b} & =A_{b b} x_{b}+B_{0 b} y_{0}+L_{b d} y_{d}, \quad y_{b}=C_{b} x_{b}  \tag{18}\\
\dot{x}_{c} & =A_{c c} x_{c}+B_{0 c} y_{0}+L_{c b} y_{b}+L_{c d} y_{d}+B_{c}\left[E_{c a}^{-} x_{a}^{-}+E_{c a}^{0} x_{a}^{0}+E_{c a}^{+} x_{a}^{+}\right]+B_{c} u_{c}  \tag{19}\\
y_{0} & =C_{0 c} x_{c}+C_{0 a} x_{a}^{-}+C_{0 a}^{+} x_{a}^{0}+C_{0 a}^{+} x_{a}^{+}+C_{0 d} x_{d}+C_{0 b} x_{b}+u_{0} \tag{20}
\end{align*}
$$

and for each $i=1, \ldots, m_{d}$,

$$
\begin{equation*}
\dot{x}_{i}=A_{q_{i}} x_{i}+L_{i 0} y_{0}+L_{i d} y_{d}+B_{q_{i}}\left[u_{i}+E_{i a} x_{a}+E_{i b} x_{b}+E_{i c} x_{c}+\sum_{j=1}^{m_{d}} E_{i j} x_{j}\right] \tag{21}
\end{equation*}
$$

$$
\begin{equation*}
y_{i}=C_{q_{i}} x_{i}, \quad y_{d}=C_{d} x_{d} \tag{22}
\end{equation*}
$$

Here the states $x_{a}^{-}, x_{a}^{0}, x_{a}^{+}, x_{b}, x_{c}$ and $x_{d}$ are of dimensions $n_{a}^{-}, n_{a}^{0}, n_{a}^{+}, n_{b}, n_{c}$ and $n_{d}=\sum_{i=1}^{n_{d}} q_{i}$, respectively while $x_{i}$ is of dimension $q_{i}$ for each $i=1, \ldots, m_{d}$. The control vectors $u_{0}, u_{d}$ and $u_{c}$ are respectively of dimensions $m_{0}, m_{d}$ and $m_{c}=m-m_{0}-m_{d}$,
while the output vectors $y_{0}, y_{d}$ and $y_{b}$ are of dimensions $p_{0}=m_{0}, p_{d}=m_{d}$ and $p_{b}=p-p_{0}-p_{d}$, respectively. The matrices $A_{q_{i}}, B_{q_{i}}$ and $C_{q_{i}}$ have the following form:

$$
A_{q_{i}}=\left[\begin{array}{cc}
0 & I_{q_{i}-1}  \tag{23}\\
0 & 0
\end{array}\right], \quad B_{q_{i}}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], \quad C_{q_{i}}=[1,0, \ldots, 0]
$$

Assuming that $x_{i}, i=1,2, \ldots, m_{d}$, are arranged such that $q_{i} \leq q_{i+1}$, the matrix $L_{i d}$ has the particular form

$$
L_{i d}=\left[\begin{array}{lllllll}
L_{i 1} & L_{i 2} & \cdots & L_{i i-1} & 0 & \cdots & 0 \tag{24}
\end{array}\right]
$$

Also, the last row of each $L_{i d}$ is identically zero. Moreover, we have $\lambda\left(A_{a a}^{-}\right) \subset \mathbb{C}^{-}$, $\lambda\left(A_{a a}^{0}\right) \subset \mathbb{C}^{0}$ and $\lambda\left(A_{a a}^{+}\right) \subset \mathbb{C}^{+}$. Also, the pair $\left(A_{c c}, B_{c}\right)$ is controllable and the pair $\left(A_{b b}, C_{b}\right)$ is observable.

Proof: See Sannuti and Saberi (1987) and Saberi and Sannuti (1990). The software realizations of the decomposition can be found in LAS by Chen (1988) and in MATLAB by Lin (1989).

We can rewrite the special coordinate basis of the quadruple $(A, B, C, D)$ given by Theorem 1 in a more compact form:
$\tilde{A}=\Gamma_{s}{ }^{1}\left(A-B_{0} C_{0}\right) \Gamma_{s}=\left[\begin{array}{cccccc}A_{a a}^{-} & 0 & 0 & L_{a b}^{-} C_{b} & 0 & L_{a d}^{-} C_{d} \\ 0 & A_{a a}^{0} & 0 & L_{a b}^{0} C_{b} & 0 & L_{a d}^{0} C_{d} \\ 0 & 0 & A_{a a}^{+} & L_{a b}^{+} C_{b} & 0 & L_{a d}^{+} C_{d} \\ 0 & 0 & 0 & A_{b b} & 0 & L_{b d} C_{d} \\ B_{c} E_{c a}^{-} & B_{c} E_{c a}^{0} & B_{c} E_{c a}^{+} & L_{c b} C_{b} & A_{c c} & L_{c d} C_{d} \\ B_{d} E_{d a}^{-} & B_{d} E_{d a}^{0} & B_{d} E_{d a}^{+} & B_{d} E_{d b} & B_{d} E_{d c} & A_{d d}\end{array}\right]$
$\widetilde{B}=\Gamma_{s}^{1}\left[\begin{array}{ll}B_{0} & B_{1}\end{array}\right] \Gamma_{i}=\left[\begin{array}{ccc}B_{0 a}^{-} & 0 & 0 \\ B_{0 a}^{0} & 0 & 0 \\ B_{0 a}^{+} & 0 & 0 \\ B_{0 b} & 0 & 0 \\ B_{0 c} & 0 & B_{c} \\ B_{0 d} & B_{d} & 0\end{array}\right], \quad \widetilde{D}=\Gamma_{o}^{1} D \Gamma_{i}=\left[\begin{array}{ccc}I_{m_{0}} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$
$\widetilde{C}=\Gamma_{o}^{1}\left[\begin{array}{l}C_{0} \\ C_{1}\end{array}\right] \Gamma_{s}=\left[\begin{array}{cccccc}C_{0 a}^{-} & C_{0 a}^{0} & C_{0 a}^{+} & C_{0 b} & C_{0 c} & C_{0 d} \\ 0 & 0 & 0 & 0 & 0 & C_{d} \\ 0 & 0 & 0 & C_{b} & 0 & 0\end{array}\right]$
In what follows, we state some important properties of the above special coordinate basis which are pertinent to our present work and which will be used throughout this paper.

Property 1: The given system $\sum *$ is observable (detectable) if and only if the pair ( $A_{\mathrm{obs},} C_{\mathrm{obs}}$ ) is observable (detectable), where

$$
A_{\mathrm{obs}}:=\left[\begin{array}{cc}
A_{a a} & 0  \tag{28}\\
B_{c} E_{c a} & A_{c c}
\end{array}\right], \quad C_{\mathrm{obs}}:=\left[\begin{array}{cc}
C_{0 a} & C_{0 c} \\
E_{d a} & E_{d c}
\end{array}\right]
$$

and where

$$
\begin{align*}
A_{a a} & :=\left[\begin{array}{ccc}
A_{a a}^{-} & 0 & 0 \\
0 & A_{a a}^{0} & 0 \\
0 & 0 & A_{a a}^{+}
\end{array}\right]  \tag{29}\\
C_{0 a} & :=\left[\begin{array}{ccc}
C_{0 a}^{-} & C_{0 a}^{0} & C_{0 a}^{+}
\end{array}\right], \quad E_{d a}:=\left[\begin{array}{lll}
E_{d a}^{-} & E_{d a}^{0} & E_{d a}^{+}
\end{array}\right], \quad E_{c a}:=\left[\begin{array}{lll}
E_{c a}^{-} & E_{c a}^{0} & E_{c a}^{+}
\end{array}\right] \tag{30}
\end{align*}
$$

Also, define

$$
B_{0 a}:=\left[\begin{array}{c}
B_{0 a}^{-}  \tag{31}\\
B_{0 a}^{0} \\
B_{0 a}^{+}
\end{array}\right], \quad L_{a b}:=\left[\begin{array}{c}
L_{a b}^{-} \\
L_{a b}^{0} \\
L_{a b}^{+}
\end{array}\right], \quad L_{a d}:=\left[\begin{array}{c}
L_{a d}^{-} \\
L_{a d}^{0} \\
L_{a d}^{+}
\end{array}\right]
$$

and

$$
A_{\mathrm{con}}:=\left[\begin{array}{cc}
A_{a a} & L_{a b} C_{b}  \tag{32}\\
0 & A_{b b}
\end{array}\right], \quad B_{\mathrm{con}}:=\left[\begin{array}{cc}
B_{0 a} & L_{a d} \\
B_{0 b} & L_{b d}
\end{array}\right]
$$

Similarly, $\sum_{*}$ is controllable (stabilizable) if and only if the pair $\left(A_{\mathrm{con}}, B_{\mathrm{con}}\right)$ is controllable (stabilizable).
Property 2: Invariant zeros of $\sum_{*}$ are the eigenvalues of $A_{a a}$, which are the unions of the eigenvalues of $A_{a a}^{-}, A_{a a}^{0}$ and $A_{a a}^{+}$.
Property 3: $\sum_{*}^{*}$ has $m_{0}=\operatorname{rank}(D)$ infinite zeros of order 0 . The infinite zero structure (of order greater than 0 ) of $\Sigma *$ is given by $S_{\infty}^{\star}\left(\sum_{*}\right)=\left\{q_{1}, q_{2}, \ldots, q_{m_{d}}\right\}$, i.e., each $q_{i}$ corresponds to an infinite zero of $\sum *$ of order $q_{i}$.

Property 4: The given system $\sum_{*}$ is right invertible if and only if $x_{b}$ (and hence $y_{b}$ ) are non-existent, left invertible if and only if $x_{c}$ (and hence $u_{c}$ ) are non-existent, and invertible if and only if both $x_{b}$ and $x_{c}$ are non-existent. Moreover, $\sum^{*}$ is degenerate if and only if it is neither left nor right invertible, i.e. both $x_{b}$ and $x_{c}$ are present.

By now it is clear that the special coordinate basis decomposes the state-space into several distinct parts. In fact, the state-space $x$ is decomposed as

$$
\begin{equation*}
x=x_{a}^{-} \oplus x_{a}^{0} \oplus x_{a}^{+} \oplus x_{b} \oplus x_{c} \oplus x_{d} \tag{33}
\end{equation*}
$$

The following property shows interconnections between the special coordinate basis and various invariant geometric subspaces.
Property 5: Various components of the state vector of the special coordinate basis have the following geometrical interpretations:
(1) $x_{a}^{-} \oplus x_{a}^{0} \oplus x_{c} \oplus x_{d}$ spans $s^{+}\left(\Sigma_{*}\right)$;
(2) $x_{a}^{+} \oplus x_{c} \oplus x_{d}$ spans $s^{-}\left(\Sigma_{*}\right)$;
(3) $x_{c} \oplus x_{d}$ spans $S^{*}\left(\Sigma_{*}\right)$;
(4) $x_{a}^{-} \oplus x_{a}^{0} \oplus x_{c}$ spans $\mathcal{V}\left(\sum_{*}\right)$;
(5) $x_{a}^{+} \oplus x_{c}$ spans $\mathcal{V}^{+}\left(\sum_{*}\right)$;
(6) $x_{a}^{-} \oplus x_{a}^{0} \oplus x_{a}^{+} \oplus x_{c}$ spans $\mathcal{V}^{*}\left(\sum_{*}\right)$.

Finally, we are ready to recall the necessary and sufficient conditions of Scherer (1992) under which the general $H_{\infty}$-ADDPMS and $H_{\infty}$-ADDPS are solvable.

Theorem 2: Consider the general measurement feedback system in equation (1) with $D_{22}=0$. Then the general $H_{\infty}$ almost disturbance decoupling problem for equation (1) with internal stability $\left(H_{\infty}-A D D P M S\right)$ is solvable if and only if the following conditions are satisfied:
(1) $(A, B)$ is stabilizable;
(2) $\left(A, C_{1}\right)$ is detectable;

(4) $\operatorname{Ker}\left(C_{2}\right) \supset \mathcal{V}^{+}\left(\Sigma_{\mathrm{Q}}\right) \cup\left\{\cup_{\lambda_{0} \in \mathbb{C}^{0}} \nu_{\lambda_{0}}\left(\Sigma_{\mathrm{Q}}\right)\right\}$;
(5) $\mathcal{V}^{+}\left(\Sigma_{\mathrm{Q}}\right) \subset s^{+}\left(\Sigma_{\mathrm{P}}\right)$.

It is simple to verify that for the case that all states of the system in equation (1) are fully measurable, i.e. $C_{1}=I$ and $D_{1}=0$, then the solvability conditions for the general $H_{\infty}$-ADDPS reduce to the following: $(1)(A, B)$ is stabilizable; (2) $D_{22}=0$; (3) $\operatorname{Im}(E) \subset s^{+}\left(\sum_{\mathrm{P}}\right) \cap\left\{\cap_{\lambda_{0} \in \mathbb{C}^{0}} S_{\lambda_{0}}\left(\sum_{\mathrm{P}}\right)\right\}$. Moreover, in this case, a static state feedback control law, i.e. $u=F x$, exists that solves the general $H_{\infty}$-ADDPS, where $F$ is a constant matrix and might be parameterized by certain tuning parameters.

## 3. Solution to the $\boldsymbol{H}_{\infty}$-ADDPS

In this section, we consider feedback control law design for the general $H_{\infty}$ almost disturbance decoupling problem with internal stability and with full state feedback, where internal stability is with respect to the open left-half plane, i.e. the general $H_{\infty}$-ADDPS. More specifically, we present a design procedure that constructs a family of parameterized static state feedback control laws,

$$
\begin{equation*}
u=F(\varepsilon) x \tag{34}
\end{equation*}
$$

that solves the general $H_{\infty}$-ADDPS for the following system,

$$
\left.\begin{array}{l}
\dot{x}=A x+B u+E w  \tag{35}\\
y=x \\
z=C_{2} x+D_{2} u+D_{22} w
\end{array}\right\}
$$

That is, under this family of state feedback control laws, the resulting closed-loop system is asymptotically stable for sufficiently small $\varepsilon$, and the $H_{\infty}$-norm of the closed-loop transfer matrix from $w$ to $z, T_{z w}(s, \varepsilon)$, tends to zero as $\varepsilon$ tends to zero, where

$$
\begin{equation*}
T_{z w}(s, \varepsilon)=\left[C_{2}+D_{2} F(\varepsilon)\right][s I-A-B F(\varepsilon)]^{-1} E+D_{22} \tag{36}
\end{equation*}
$$

Clearly, $D_{22}=0$ is a necessary condition for the solvability of the general $H_{\infty^{-}}$ ADDPS. We present an algorithm for obtaining this $F(\varepsilon)$, following the asymptotic time-scale and eigenstructure assignment (ATEA) procedure. The ATEA design procedure was originally conceived by Saberi and Sannuti (1989) and was used to solve many control problems (see, for example, Chen 1991, Ozcetin et al. 1993a, Lin 1994, Saberi et al. 1995, to name only a few). It uses the special coordinate basis of the given system (see Theorem 1) to decompose the system into several subsystems according to its finite and infinite zero structures as well as its invertibility structures. The new component here is the low-gain design for the part of the zero dynamics corresponding to all purely imaginary invariant zeros. As will be clear shortly, the low-gain component is critical in handling the case when the zero dynamics corresponding to purely imaginary invariant zeros is affected by disturbance. It is well known that the disturbance affected purely imaginary zero dynamics is difficult to handle and has always been excluded from consideration until recently.
Step S.1. (decomposition of $\Sigma_{\mathrm{P}}$ ) Transform the subsystem $\Sigma_{\mathrm{P}}$, i.e. the quadruple ( $A, B, C_{2}, D_{2}$ ), into the special coordinate basis ( SCB ) as given by Theorem 1 in $\S 2$. Denote the state, output and input transformation matrices as $\Gamma_{s \mathrm{P}}$, $\Gamma_{o \mathrm{P}}$ and $\Gamma_{i \mathrm{P}}$, respectively.
Step S.2. (gain matrix for the subsystem associated with $x_{c}$ ). Let $F_{c}$ be any arbitrary $m_{c} \times n_{c}$ matrix subject to the constraint that

$$
\begin{equation*}
A_{c c}^{c}=A_{c c}-B_{c} F_{c} \tag{37}
\end{equation*}
$$

is a stable $\varepsilon$ matrix. Note that the existence of such an $F_{c}$ is guaranteed by the property of SCB, i.e. $\left(A_{c c}, B_{c}\right)$ is controllable.
Step S.3. (gain matrix for the subsystems associated with $x_{a}^{+}$and $x_{b}$ ). Let

$$
F_{a b}^{+}:=\left[\begin{array}{cc}
F_{a 0}^{+} & F_{b 0}  \tag{38}\\
F_{a d}^{+} & F_{b d}
\end{array}\right]
$$

be any arbitrary $\left(m_{0}+m_{d}\right) \times\left(n_{a}^{+}+n_{b}\right)$ matrix subject to the constraint that

$$
A_{a b}^{+c}:=\left[\begin{array}{cc}
A_{a a}^{+} & L_{a b}^{+} C_{b}  \tag{39}\\
0 & A_{b b}
\end{array}\right]-\left[\begin{array}{cc}
B_{0 a}^{+} & L_{a d}^{+} \\
B_{0 b} & L_{b d}
\end{array}\right] F_{a b}^{+}
$$

is a stable matrix. Again, note that the existence of such an $F_{a b}$ is guaranteed by the stabilizability of $(A, B)$ and Property 1 of the special coordinate basis. For future use, let us partition $\left[\begin{array}{ll}F_{a d}^{+} & F_{b d}\end{array}\right]$ as

$$
\left[\begin{array}{ll}
F_{a d}^{+} & F_{b d}
\end{array}\right]=\left[\begin{array}{cc}
F_{a d 1}^{+} & F_{b d 1}  \tag{40}\\
F_{a d 2}^{+} & F_{b d 2} \\
\vdots & \vdots \\
F_{a d m_{d}}^{+} & F_{b d m_{d}}
\end{array}\right]
$$

where $F_{a d i}^{+}$and $F_{b d i}$ are of dimensions $1 \times n_{a}^{+}$and $1 \times n_{b}$, respectively.

Step S.4. (gain matrix for the subsystem associated with $x_{a}^{0}$ ). The construction of this gain matrix is carried out in the following sub-steps.
Step S.4.1. (preliminary coordinate transformation). Recalling the definition of ( $A_{\mathrm{con}}, B_{\mathrm{con}}$ ), i.e. equation (32), we have

$$
\begin{align*}
A_{\mathrm{con}}-B_{\mathrm{con}}\left[\begin{array}{lll}
0 & 0 & F_{a b}^{+}
\end{array}\right] & =\left[\begin{array}{ccc}
A_{a a}^{-} & 0 & A_{a a b}^{-} \\
0 & A_{a a}^{0} & A_{a a b}^{0} \\
0 & 0 & A_{a b}^{+c}
\end{array}\right] \\
B_{\mathrm{con}} & =\left[\begin{array}{cc}
B_{0 a}^{-} & L_{a d}^{-} \\
B_{0 a}^{0} & L_{a d}^{0} \\
B_{0 a b}^{+} & L_{a b d}^{+}
\end{array}\right] \tag{41}
\end{align*}
$$

where

$$
\begin{align*}
& B_{0 a b}^{+}=\left[\begin{array}{c}
B_{0 a}^{+} \\
B_{0 b}
\end{array}\right], \quad L_{a b d}^{+}=\left[\begin{array}{c}
L_{a d}^{+} \\
L_{b d}
\end{array}\right] \\
& A_{a a b}^{0}=\left[\begin{array}{ll}
0 & L_{a b}^{0} C_{b}
\end{array}\right]-\left[\begin{array}{ll}
B_{0 a}^{0} & L_{a d}^{0}
\end{array}\right] F_{a b}^{+} \tag{42}
\end{align*}
$$

and

$$
A_{a a b}^{-}=\left[\begin{array}{ll}
0 & L_{a b}^{-} C_{b}
\end{array}\right]-\left[\begin{array}{ll}
B_{0 a}^{-} & L_{a d}^{-}
\end{array}\right] F_{a b}^{+}
$$

Clearly ( $A_{\text {con }}-B_{\text {con }} F_{a b}^{+}, B_{\text {con }}$ ) remains stabilizable. Construct the following nonsingular transformation matrix,

$$
\Gamma_{a b}=\left[\begin{array}{ccc}
I_{n_{\bar{a}}} & 0 & 0  \tag{43}\\
0 & 0 & I_{n_{a}^{+}+n_{b}} \\
0 & I_{n_{a}^{0}}^{0} & T_{a}^{0}
\end{array}\right]^{-1}
$$

where $T_{a}^{0}$ is the unique solution to the following Lyapunov equation:

$$
\begin{equation*}
A_{a a}^{0} T_{a}^{0}-T_{a}^{0} A_{a b}^{+c}=A_{a a b}^{0} \tag{44}
\end{equation*}
$$

We note here that such a unique solution to the above Lyapunov equation always exists since all the eigenvalues of $A_{a a}^{0}$ are on the imaginary axis and all the eigenvalues of $A_{a b}^{+c}$ are in the open left-half plane. It is now easy to verify that

$$
\begin{align*}
\Gamma_{a b}^{1}\left(A_{\mathrm{con}}-B_{\mathrm{con}} F_{a b}^{+}\right) \Gamma_{a b} & =\left[\begin{array}{ccc}
A_{a a}^{-} & A_{a a b}^{-} & 0 \\
0 & A_{a b}^{+c} & 0 \\
0 & 0 & A_{a a}^{0}
\end{array}\right]  \tag{45}\\
\Gamma_{a b}^{1} B_{\mathrm{con}} & =\left[\begin{array}{cc}
B_{0 a}^{-} & L_{a d}^{-} \\
B_{a a b}^{+} & L_{a b d}^{+} \\
B_{0 a}^{0}+T_{a}^{0} B_{0 a b}^{+} & L_{a d}^{0}+T_{a}^{0} L_{a b d}^{+}
\end{array}\right]
\end{align*}
$$

Hence, the matrix pair $\left(A_{a a}^{0}, B_{a}^{0}\right)$ is controllable, where

$$
B_{a}^{0}=\left[\begin{array}{ll}
B_{0 a}^{0}+T_{a}^{0} B_{0 a b}^{+} & L_{a d}^{0}+T_{a}^{0} L_{a b d}^{+}
\end{array}\right]
$$

Step S.4.2. (further coordinate transformation). Find non-singular transformation matrices $\Gamma_{s a}^{0}$ and $\Gamma_{i a}^{0}$ such that $\left(A_{a a}^{0}, B_{a}^{0}\right)$ can be transformed into the block diagonal controllability canonical form,

$$
\begin{aligned}
& \left(\Gamma_{s a}^{0}\right)^{-1} A_{a a}^{0} \Gamma_{s a}^{0}=\left[\begin{array}{cccc}
A_{1} & 0 & \cdots & 0 \\
0 & A_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{l}
\end{array}\right] \\
& \left(\Gamma_{s a}^{0}\right)^{-1} B_{a}^{0} \Gamma_{i a}^{0}=\left[\begin{array}{ccccc}
B_{1} & B_{12} & \cdots & B_{1 l} & \star \\
0 & B_{2} & \cdots & B_{2 l} & \star \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & B_{l} & \star
\end{array}\right]
\end{aligned}
$$

where $l$ is an integer and for $i=1,2, \ldots, l$,

$$
A_{i}=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-a_{n_{i}}^{i} & -a_{n_{i}-1}^{i} & -a_{n_{i}-2}^{i} & \cdots & -a_{1}^{i}
\end{array}\right], \quad B_{i}=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right]
$$

We note that all the eigenvalues of $A_{i}$ are on the imaginary axis. Here the $\star$ represent submatrices of less interest. We note that the existence of the above canonical form was shown by Wonham (1979), while its software realization can be found in Chen (1997).
Step S.4.3. (subsystem design). For each $\left(A_{i}, B_{i}\right)$, let $F_{i}(\varepsilon) \in \mathbb{R}^{1 \times n_{i}}$ be the state feedback gain such that

$$
\lambda\left\{A_{i}+B_{i} F_{i}(\varepsilon)\right\}=-\varepsilon+\lambda\left(A_{i}\right) \in \mathbb{C}^{-}
$$

Note that $F_{i}(\varepsilon)$ is unique.
Step S.4.4. (composition of gain matrix for the subsystem associated with $x_{a}^{0}$ ). Let

$$
F_{a}^{0}(\varepsilon):=\Gamma_{i a}^{0}\left[\begin{array}{ccccc}
F_{1}(\varepsilon) & 0 & \cdots & 0 & 0  \tag{47}\\
0 & F_{2}(\varepsilon) & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & F_{l-1}(\varepsilon) & 0 \\
0 & 0 & \cdots & 0 & F_{l}(\varepsilon) \\
0 & 0 & \cdots & 0 & 0
\end{array}\right]\left(\Gamma_{s a}^{0}\right)^{-1}
$$

where $\varepsilon \in(0,1]$ is a design parameter whose value is to be specified later.

Clearly, we have

$$
\begin{equation*}
\left\|F_{a}^{0}(\varepsilon)\right\| \leq f_{a}^{0} \varepsilon, \quad \varepsilon \in(0,1] \tag{48}
\end{equation*}
$$

for some positive constant $f_{a}^{0}$, independent of $\varepsilon$. For future use, we define and partition $F_{a b}(\varepsilon) \in \mathbb{R}^{\left(m_{0}+m_{d}\right) \times\left(n_{a}+n_{b}\right)}$ as

$$
F_{a b}(\varepsilon)=\left[\begin{array}{l}
F_{a b 0}(\varepsilon)  \tag{4}\\
F_{a b d}(\varepsilon)
\end{array}\right]=\left[\begin{array}{lll}
0_{m_{0} \times n_{\bar{a}}} & 0_{m_{0} \times\left(n_{a}^{+}+n_{b}\right)} & F_{a 0}^{0}(\varepsilon) \\
0_{m_{d} \times n_{\bar{a}}} & 0_{m_{d} \times\left(n_{a}^{+}+n_{b}\right)} & F_{a d}^{0}(\varepsilon)
\end{array}\right] \Gamma_{a b}^{1}
$$

and

$$
F_{a b d}(\varepsilon)=\left[\begin{array}{c}
F_{a b d 1}(\varepsilon)  \tag{50}\\
F_{a b d 2}(\varepsilon) \\
\vdots \\
F_{a b d n_{d}}(\varepsilon)
\end{array}\right]
$$

where $F_{a 0}^{0}(\varepsilon)$ and $F_{a d}^{0}(\varepsilon)$ are defined as

$$
F_{a}^{0}(\varepsilon)=\left[\begin{array}{l}
F_{a 0}^{0}(\varepsilon)  \tag{51}\\
F_{a d}^{0}(\varepsilon)
\end{array}\right]
$$

We also partition $F_{a d}^{0}(\varepsilon)$ as,

$$
F_{a d}^{0}(\varepsilon)=\left[\begin{array}{c}
F_{a d 1}^{0}(\varepsilon)  \tag{52}\\
F_{a d 2}^{0}(\varepsilon) \\
\vdots \\
F_{a d m_{d}}^{0}(\varepsilon)
\end{array}\right]
$$

Step S.5. (gain matrix for the subsystem associated with $x_{d}$ ). This step makes use of subsystems, $i=1$ to $m_{d}$, represented by equation (21) of $\S 2$. Let $\Lambda_{i}=\left\{\lambda_{i 1}, \lambda_{i 2}, \cdots, \lambda_{i q_{i}}\right\}, i=1$ to $m_{d}$, be the sets of $q_{i}$ elements all in
$\mathbb{C}^{-}$, which are closed under complex conjugation, where $q_{i}$ and $m_{d}$ are as defined in Theorem 1 but associated with the special coordinate basis of $\Sigma_{\mathrm{p}}$. Let $\Lambda_{l}:=\Lambda_{\mathrm{l}} \cup \Lambda_{\mathrm{l}} \cup \cdots \cup \Lambda_{n_{d}}$. For $i=1$ to $m_{d}$, we define

$$
\begin{equation*}
p_{i}(s):=\prod_{j=1}^{q_{i}}\left(s-\lambda_{i j}\right)=s^{q_{i}}+F_{i 1} s^{q_{i}-1}+\cdots+F_{i q_{i}-1} s+F_{i q_{i}}, \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{F}_{i}(\varepsilon):=\frac{1}{\varepsilon^{q_{i}}} F_{i} S_{i}(\varepsilon), \tag{54}
\end{equation*}
$$

where

$$
F_{i}=\left[\begin{array}{llll}
F_{i q_{i}} & F_{i q_{i}-1} & \cdots & F_{i 1} \tag{55}
\end{array}\right], S_{i}(\varepsilon)=\operatorname{diag}\left\{1, \varepsilon, \varepsilon^{2}, \ldots, \varepsilon^{q_{i}-1}\right\}
$$

Step S.6. (compositon of parameterized gain matrix $F(\varepsilon)$ ). In this step, various gains calculated in Steps S.2-S. 5 are put together to form a composite state feedback gain matrix $F(\varepsilon)$. Let

$$
\begin{align*}
& \widetilde{F}_{a b d}(\varepsilon)=\left[\begin{array}{c}
F_{a b d 1}(\varepsilon) F_{1_{q 1}}(\varepsilon) / \varepsilon^{q 1} \\
F_{a b d 2}(\varepsilon) F_{2_{q 2}}(\varepsilon) / \varepsilon^{q 2} \\
\vdots \\
F_{a b d m_{d}}\left(\varepsilon F_{m_{d} d m_{d}} / \varepsilon^{q_{m_{d}}}\right.
\end{array}\right]  \tag{56}\\
& \widetilde{F}_{a d}^{+}(\varepsilon)=\left[\begin{array}{c}
F_{a d 1}^{+} F_{1_{q 1}} / \varepsilon^{q 1} \\
F_{a d 2}^{+} F_{2_{q 2}} / \varepsilon^{q q^{2}} \\
\vdots \\
F_{a d m_{d}}^{+} F_{m_{d q} q_{m_{d}}} / \varepsilon^{q_{m_{d}}}
\end{array}\right] \tag{57}
\end{align*}
$$

and

$$
\widetilde{F}_{b d}(\varepsilon):=\left[\begin{array}{c}
F_{b d 1}^{+} F_{1_{q 1}} / \varepsilon^{q 1}  \tag{58}\\
F_{b d 2}^{+} F_{2_{q 2}} / \varepsilon^{q 2} \\
\vdots \\
F_{b d m_{d}}^{+} F_{m d q_{m_{d}}} / \varepsilon^{q_{m_{d}}}
\end{array}\right]
$$

Then define the state feedback gain $F(\varepsilon)$ as

$$
\begin{equation*}
F(\varepsilon):=-\Gamma_{i \mathrm{P}}\left(\widetilde{F}_{a b c d}^{\star}(\varepsilon)+\widetilde{F}_{a b c d}(\varepsilon)\right) \Gamma_{s \mathrm{P}}^{1} \tag{59}
\end{equation*}
$$

where

$$
\widetilde{F}_{a b c d}^{\star}(\varepsilon)=\left[\begin{array}{cccccc}
C_{0 a} & C_{0 a}^{0} & C_{0 a}^{+}+F_{a 0}^{+} & C_{0 b}+F_{b 0} & C_{0 c} & C_{0 d}  \tag{60}\\
E_{d a}^{-} & E_{d a}^{0} & E_{d a}^{+}+\widetilde{F}_{a d}^{+}(\varepsilon) & E_{d b}+\widetilde{F}_{b d}(\varepsilon) & E_{d c} & \widetilde{F}_{d}(\varepsilon)+E_{d} \\
E_{c a}^{-} & E_{c a}^{0} & E_{c a}^{+} & 0 & F_{c} & 0
\end{array}\right]
$$

$$
\widetilde{F}_{a b c d}(\varepsilon)=\left[\begin{array}{ccc}
F_{a b 0}(\varepsilon) & 0 & 0  \tag{61}\\
\widetilde{F}_{a b d}(\varepsilon) & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

and where

$$
\begin{align*}
E_{d} & =\left[\begin{array}{ccc}
E_{11} & \ldots & E_{1 m_{d}} \\
\vdots & \ddots & \vdots \\
E_{m_{d} 1} & \ldots & E_{m_{d} m_{d}}
\end{array}\right]  \tag{62}\\
\widetilde{F}_{d}(\varepsilon) & =\operatorname{diag}\left\{\widetilde{F}_{1}(\varepsilon),\right.  \tag{63}\\
\widetilde{F}_{2}(\varepsilon), \ldots, & \left.\widetilde{F}_{m_{d}}(\varepsilon)\right\}
\end{align*}
$$

Note that in principle one might take the perturbation or the LMI approach to solving the general $H_{\infty}$-ADDPS. However, these approaches, especially the perturbation one, often have numerical difficulties in dealing with systems that have invariant zeros on the imaginary axis and/or infinite zeros. Our approach does not have such a problem as it does not involve the solution of any parameterized algebraic Riccati equations. Furthermore, the resulting feedback laws from our method are explicitly given as polynomial matrices in $\varepsilon$.

We have the following theorem.
Theorem 3: Consider the given system (36) satisfying the following conditions: (1) $(A, B)$ is stabilizable; (2) $D_{22}=0$; (3) $\operatorname{Im}(E) \subset S^{+}\left(\Sigma_{P}\right) \cap\left\{\cap_{\lambda_{0} \in \mathbb{C}^{0} S} \lambda_{\lambda_{0}}\left(\Sigma_{P}\right)\right\}$. Then the closed-loop system comprising equation (35) and the static state feedback control law $u=F(\varepsilon) x$, with $F(\varepsilon)$ given by equation (59), has the following properties: for any given $\gamma>0$, there exists a positive scalar $\varepsilon^{*}>0$ such that for all $0<\varepsilon \leq \varepsilon^{*}$.
(1) The closed-loop system is asymptotically stable, i.e. $\lambda\{A+B F(\varepsilon)\} \subset \mathbb{C}^{-}$.
(2) The $H_{\infty}$-norm of the closed-loop transfer matrix from the disturbance $w$ to the controlled output $z$ is less than $\gamma$, i.e. $\left\|T_{z w}(s, \varepsilon)\right\|_{\infty}<\gamma$.
Hence, by Definition 1, the control law $u=F(\varepsilon) x$ solves the general $H_{\infty}-A D D P S$ for equation (36).

Proof: See Appendix A.

## 4. Solution to the $H_{\infty}$-ADDPMS

In this section we present the designs of both full order and reduced order output feedback controllers that solve the general $H_{\infty}$-ADDPMS for the system given in equation (1). Here, by full-order controller, we mean that the order of the controller is exactly the same as the given system (1), i.e. is equal to $n$. A reduced order
controller, on the other hand, refers to a controller whose dynamic order is less than $n$. We will assume that $D_{22}=0$ in the system given in equation (1) throughout this section. If $D_{22} \neq 0$, one can easily show that the solvability of the general $H_{\infty^{-}}$ ADDPMS implies the existence of a Conant matrix $S$ such that

$$
\begin{equation*}
D_{22}+D_{2} S D_{1}=0 \tag{64}
\end{equation*}
$$

Then, by applying a pre-output feedback control law $u=S y+v$ to the system in equation (1), the resulting system we obtain will have a zero direct feedthrough matrix from $w$ to $z$. Hence, it is without loss of any generality to assume that the matrix $D_{22}=0$.

### 4.1. Full order output feedback controller design

The following is a step-by-step algorithm for constructing a parameterized fullorder output feedback controller that solves the general $H_{\infty}$-ADDPMS:
Step F.C.1. (construction of the gain matrix $F_{\mathrm{P}}(\varepsilon)$ ). Define an auxiliary system

$$
\left.\begin{array}{l}
\dot{x}=A x+B u+E w  \tag{65}\\
y=x \\
z=C_{2} x+D_{2} u+D_{22} w
\end{array}\right\}
$$

and then perform Steps S.1-S. 6 of the previous section to the above system to obtain a parameterized gain matrix $F(\varepsilon)$. We let $F_{\mathrm{P}}(\varepsilon)=F(\varepsilon)$.
Step F.C.2. (construction of the gain matrix $K_{\mathrm{Q}}(\varepsilon)$ ). Define another auxiliary system

$$
\left.\begin{array}{l}
\dot{x}=A x+C_{\uparrow} u+C_{2} w  \tag{66}\\
y=x \\
z=E^{\prime} x+D_{\uparrow} u+D_{\Sigma_{2} w}
\end{array}\right\}
$$

and then perform Steps S.1-S. 6 of the previous section to the above system to get the parameterized gain matrix $F(\varepsilon)$. We let $K_{\mathrm{Q}}(\varepsilon)=F(\varepsilon)^{\prime}$.
Step F.C.3. (construction of the full order controller $\sum_{\mathrm{FC}}(\varepsilon)$ ). Finally, the parameterized full order output feedback controller, $\Sigma_{\mathrm{FC}}(\varepsilon)$, is given by

$$
\left.\begin{array}{rl}
\dot{x}_{c} & =A_{\mathrm{FC}}(\varepsilon) x_{c}+B_{\mathrm{FC}}(\varepsilon) y,  \tag{67}\\
u & =C_{\mathrm{FC}}(\varepsilon) x_{c}+D_{\mathrm{FC}}(\varepsilon) y
\end{array}\right\}
$$

where

$$
\left.\begin{array}{l}
A_{\mathrm{FC}}(\varepsilon):=A+B F_{\mathrm{P}}(\varepsilon)+K_{\mathrm{Q}}(\varepsilon) C_{1}  \tag{68}\\
B_{\mathrm{FC}}(\varepsilon):=-K_{\mathrm{Q}}(\varepsilon) \\
C_{\mathrm{FC}}(\varepsilon):=F_{\mathrm{P}}(\varepsilon) \\
D_{\mathrm{FC}}(\varepsilon):=0
\end{array}\right\}
$$

We have the following theorem.

Theorem 4: Consider the system given in equation (1) with $D_{22}=0$ satisfying all the conditions in Theorem 2. Then the closed-loop system comprising equation (1) and the full order output feedback controller (60) has the following properties: For any given $\gamma>0$, there exists a positive scalar $\varepsilon^{*}>0$ such that for all $0<\varepsilon \leq \varepsilon^{*}$ :
(1) the resulting closed-loop system is asymptotically stable;
(2) the $H_{\infty}$-norm of the resulting closed-loop transfer matrix from the disturbance $w$ to the controlled output $z$ is less than $\gamma$, i.e. $\left\|T_{z w}(s, \varepsilon)\right\|_{\infty}<\gamma$.
By Definition 1, the control law in equation (67) solves the general $H_{\infty}-A D D P$ MS for equation (1).

Proof: See Appendix B.

### 4.2. Reduced-order output feedback controller design

In this subsection, we follow the procedure of Chen et al. (1992) to design a reduced order output feedback controller. We will show that such a controller structure with appropriately chosen gain matrices also solves the general $H_{\infty^{-}}$ ADDPMS for the system in equation (1). First, without loss of generality and for simplicity of presentation, we assume that the matrices $C_{1}$ and $D_{1}$ are already in the form

$$
C_{1}=\left[\begin{array}{cc}
0 & C_{1,02}  \tag{69}\\
I_{k} & 0
\end{array}\right] \quad \text { and } \quad D_{1}=\left[\begin{array}{c}
D_{1,0} \\
0
\end{array}\right]
$$

where $k=\ell-\operatorname{rank}\left(D_{1}\right)$ and $D_{1,0}$ is of full rank. Then the system given in equation (1) can be written as

$$
\begin{align*}
\binom{\dot{x}_{1}}{\dot{x}_{2}} & =\left[\begin{array}{cc}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\binom{x_{1}}{x_{2}}+\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right] u+\left[\begin{array}{l}
E_{1} \\
E_{2}
\end{array}\right] w \\
\binom{y_{0}}{y_{1}} & =\left[\begin{array}{cc}
0 & C_{1,02} \\
I_{k} & 0
\end{array}\right]\binom{x_{1}}{x_{2}}+\left[\begin{array}{c}
D_{1,0} \\
0
\end{array}\right] w  \tag{70}\\
z & =\left[\begin{array}{ll}
C_{2,1} & C_{2,2}
\end{array}\right]\binom{x_{1}}{x_{2}}+D_{2} u+D_{22} w
\end{align*}
$$

where the original state $x$ is partitioned to two parts, $x_{1}$ and $x_{2}$, and $y$ is partitioned to $y_{0}$ and $y_{1}$ with $y_{1} \equiv x_{1}$. Thus, one needs to estimate only the state $x_{2}$ in the reduced-order controller design. Next, define an auxiliary subsystem $\Sigma_{\mathrm{QR}}$ characterized by a matrix quadruple ( $A_{\mathrm{R}}, E_{\mathrm{R}}, C_{\mathrm{R}}, D_{\mathrm{R}}$ ), where

$$
\left(A_{\mathrm{R}}, E_{\mathrm{R}}, C_{\mathrm{R}}, D_{\mathrm{R}}\right)=\left(A_{22}, E_{2},\left[\begin{array}{c}
C_{1,02}  \tag{71}\\
A_{12}
\end{array}\right],\left[\begin{array}{c}
D_{1,0} \\
E_{1}
\end{array}\right]\right)
$$

The following is a step-by-step algorithm that constructs the reduced order output feedback controller for the general $H_{\infty}$-ADDPMS.

Step R.C.1. (construction of the gain matrix $F_{\mathbf{P}}(\varepsilon)$ ). Define an auxiliary system

$$
\left.\begin{array}{l}
\dot{x}=A x+B u+E w  \tag{72}\\
y=x \\
z=C_{2} x+D_{2} u+D_{22} w
\end{array}\right\}
$$

and then perform Steps S.1-S. 6 of $\S 3$ to the above system to get the parameterized gain matrix $F(\varepsilon)$. We let $F_{\mathrm{P}}(\varepsilon)=F(\varepsilon)$.
Step R.C.2. (construction of the gain matrix $K_{\mathrm{R}}(\varepsilon)$ ). Define another auxiliary system

$$
\left.\begin{array}{rl}
\dot{x} & =A_{\mathrm{R}} x+C_{\mathrm{R}} u+C_{2,2} w  \tag{73}\\
y & =x \\
z & =E_{\mathrm{R}} x+D_{\mathrm{R}} u+D_{22} w
\end{array}\right\}
$$

and then perform Steps S.1-S. 6 of $\S 3$ to the above system to get the parameterized gain matrix $F(\varepsilon)$. We let $K_{\mathrm{R}}(\varepsilon)=F(\varepsilon)^{\prime}$.
Step R.C.3. (construction of the reduced order controller $\sum_{\mathrm{RC}}(\varepsilon)$ ). Let us partition $F_{\mathrm{P}}(\varepsilon)$ and $K_{\mathrm{R}}(\varepsilon)$ as,

$$
F_{\mathrm{P}}(\varepsilon)=\left[\begin{array}{ll}
F_{\mathrm{P} 1}(\varepsilon) & F_{\mathrm{P} 2}(\varepsilon)
\end{array}\right] \quad \text { and } \quad K_{\mathrm{R}}(\varepsilon)=\left[\begin{array}{ll}
K_{\mathrm{R} 0}(\varepsilon) & K_{\mathrm{R} 1}(\varepsilon) \tag{74}
\end{array}\right]
$$

in conformity with the partition

$$
x=\binom{x_{1}}{x_{2}} \quad \text { and } \quad y=\binom{y_{0}}{y_{1}}
$$

respectively. Then define

$$
\begin{equation*}
G_{\mathrm{R}}(\varepsilon)=\left[-K_{\mathrm{R} 0}(\varepsilon), A_{21}+K_{\mathrm{R} 1}(\varepsilon) A_{11}-\left(A_{\mathrm{R}}+K_{\mathrm{R}}(\varepsilon) C_{\mathrm{R}}\right) K_{\mathrm{R} 1}(\varepsilon)\right] \tag{75}
\end{equation*}
$$

Finally, the parameterized reduced-order output feedback controller, $\Sigma_{\mathrm{RC}}(\varepsilon)$, is given by

$$
\left.\begin{array}{c}
\dot{x}_{c}=A_{\mathrm{RC}}(\varepsilon) x_{c}+B_{\mathrm{RC}}(\varepsilon) y  \tag{76}\\
u=C_{\mathrm{RC}}(\varepsilon) x_{c}+D_{\mathrm{RC}}(\varepsilon) y
\end{array}\right\}
$$

where

$$
\left.\begin{array}{l}
A_{\mathrm{RC}}(\varepsilon):=A_{\mathrm{R}}+B_{2} F_{\mathrm{P} 2}(\varepsilon)+K_{\mathrm{R}}(\varepsilon) C_{\mathrm{R}}+K_{\mathrm{R} 1}(\varepsilon) B_{1} F_{\mathrm{P} 2}(\varepsilon)  \tag{77}\\
B_{\mathrm{RC}}(\varepsilon):=G_{\mathrm{R}}(\varepsilon)+\left[B_{2}+K_{\mathrm{R} 1}(\varepsilon) B_{1}\right]\left[0, F_{\mathrm{P} 1}(\varepsilon)-F_{\mathrm{P} 2}(\varepsilon) K_{\mathrm{R} 1}(\varepsilon)\right] \\
C_{\mathrm{RC}}(\varepsilon):=F_{\mathrm{P} 2}(\varepsilon) \\
D_{\mathrm{RC}}(\varepsilon):=\left[0, F_{\mathrm{P} 1}(\varepsilon)-F_{\mathrm{P} 2}(\varepsilon) K_{\mathrm{R} 1}(\varepsilon)\right]
\end{array}\right\}
$$

We have the following theorem.

Theorem 5: Consider the system given in equation (1) with $D_{22}=0$ satisfying all the conditions in Theorem 2. Then the closed-loop system comprising equation (1) and the reduced order output feedback controller in equation (76) have the following properties: for any given $\gamma>0$, there exists a positive scalar $\varepsilon^{*}>0$ such that for all $0<\varepsilon \leq \varepsilon^{*}$ :
(1) the resulting closed-loop system is asymptotically stable;
(2) the $H_{\infty}$-norm of the resulting closed-loop transfer matrix from the disturbance $w$ to the controlled output $z$ is less than $\gamma$, i.e. $\left\|T_{z w}(s, \varepsilon)\right\|_{\infty}<\gamma$.
By Definition 1, the control law in equation (76) solves the general $H_{\infty}-A D D P$ MS for equation (1).

Proof: See Appendix C.

## 5. Conclusions

In this paper we have presented several explicit procedures for constructing solutions for the general $H_{\infty}$-ADDPS and $H_{\infty}$-ADDPMS, in which the given systems are allowed to have invariant zeros on the imaginary axis of the complex plane. Our approach is decentralized in nature. We used a low-gain design technique to handle the subsystem associated with the zero dynamics on the imaginary axis and a high-gain technique to deal with the subsystem associated with the infinite zero structure of the given system. Hence, our approach can be termed as a low-and-high gain method.

## 6. Appendix A - Proof of Theorem 3

Under the feedback control law $u=F(\varepsilon) x$, the closed-loop system on the special coordinate basis can be written as follows:

$$
\begin{align*}
\dot{x}_{a}^{-}= & A_{a a}^{-} x_{a}^{-}+B_{0 a}^{-} z_{0}+L_{a d}^{-} z_{d}+L_{a b}^{-} z_{b}+E_{a}^{-} w  \tag{78}\\
\dot{x}_{a}^{0}= & A_{a a}^{0} x_{a}^{0}+B_{0 a}^{0} z_{0}+L_{a d}^{0} z_{d}+L_{a b}^{0} z_{b}+E_{a}^{0} w  \tag{79}\\
\dot{x}_{a b}^{+}= & A_{a b}^{+c} x_{a b}^{+}-B_{0 a b}^{+} F_{a 0}^{0}(\varepsilon)\left[x_{a}^{0}+T_{a}^{0} x_{a b}^{+}\right]+L_{a b d}^{+}\left[F_{a d}^{+}, F_{b d}\right] x_{a b}^{+}+L_{a b d}^{+} z_{d}+E_{a b}^{+} w  \tag{80}\\
z_{b}= & {\left[0_{m_{b} \times n_{a}^{+}}, C_{b}\right] x_{a b}^{+} }  \tag{81}\\
\dot{x}_{c}= & A_{c c}^{c}+L_{c 0} z_{0}+L_{c b} z_{b}+L_{c d} z_{d}+E_{c} w  \tag{82}\\
z_{0}= & -\left[F_{a 0,}^{+}, F_{b 0}\right] x_{a b}^{+}-F_{a 0}^{0}(\varepsilon)\left(x_{a}^{0}+T_{a}^{0} x_{a b}^{+}\right)  \tag{83}\\
\dot{x}_{i}= & A_{q_{i}} x_{i}+L_{i 0} z_{0}+L_{i d} z_{d}-\frac{1}{\varepsilon^{q_{i}}} B_{q_{i}}\left[F_{a d i}^{+} F_{i q_{i}} x_{a}^{+}+F_{b d i} F_{i q_{i}} x_{b}\right. \\
& \left.+F_{a d i}^{0}(\varepsilon) F_{i q_{i}}\left[x_{a}^{0}+T_{a}^{0} x_{a b}^{+}\right]+F_{i} S_{i}(\varepsilon) x_{i}\right]+E_{i} w,  \tag{84}\\
z_{i}= & C_{q_{i}} x_{i}, \quad i=1,2, \ldots, m_{d} \tag{85}
\end{align*}
$$

where $x_{a b}^{+}=\left[\left(x_{a}^{+}\right)^{\prime}, x_{b}\right]$ and $B_{0 a b}^{+}$and $L_{a b d}^{+}$are as defined in Step S.4. 1 of the state
feedback design algorithm. We have also used Condition 2 of the theorem, i.e. $D_{22}=0$, and $E_{a}^{-}, E_{a}^{0}, E_{a b}^{+}, E_{b}, E_{c}$ and $E_{i}, i=1,2, \ldots, m_{d}$, are defined as follows,

$$
\Gamma_{s \mathrm{P}}^{1} E=\left[\begin{array}{lllllll}
\left(E_{a}^{-}\right)^{\prime} & \left(E_{a}^{0}\right)^{\prime} & \left(E_{a b}^{+}\right)^{\prime} & E_{c}^{\prime} & E_{1} & E_{2} & \cdots \tag{86}
\end{array} E_{m_{d}}^{\prime}\right]
$$

Condition 3 of the theorem then implies that

$$
\begin{equation*}
E_{a b}^{+}=0 \tag{87}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im}\left(E_{a}^{0}\right) \subset s\left(A_{a a}^{0}\right):=\bigcap_{w \in \lambda\left(A_{a a}^{0}\right)} \operatorname{Im}\left\{w I-A_{a a}^{0}\right\} \tag{88}
\end{equation*}
$$

To complete the proof, we will make two state transformations on the closedloop system in equations (78)-(85). The first state transformation is given as follows:

$$
\begin{align*}
\bar{x}_{a b} & =\Gamma_{a b}^{1} x_{a b}, \quad \bar{x}_{c}=x_{c}  \tag{89}\\
\bar{x}_{i 1} & =x_{i 1}+F_{a d i}^{+} x_{a}^{+}+F_{b d i} x_{b}+F_{a d i}^{0}(\varepsilon)\left[x_{a}^{0}+T_{a}^{0} x_{a b}^{+}\right], \quad i=1,2, \ldots, m_{d},  \tag{90}\\
\bar{x}_{i j} & =x_{i j}, \quad j=2,3, \ldots, q_{i}, \quad i=1,2, \ldots, m_{d} \tag{91}
\end{align*}
$$

where $x_{a b}=\left[\left(x_{a}^{-}\right)^{\prime},\left(x_{a}^{0}\right)^{\prime},\left(x_{a b}^{+}\right)^{\prime}\right]$ and $\bar{x}_{a b}=\left[\left(\bar{x}_{a}^{-}\right)^{\prime},\left(\bar{x}_{a b}^{+}\right)^{\prime},\left(\bar{x}_{a}^{0}\right)^{\prime}\right]$. In the new state variables in equations (89)-(91), the closed-loop system becomes

$$
\begin{align*}
\bar{x}_{a}^{-}= & A_{a a}^{-} \bar{x}_{a}^{-}+A_{a a b}^{-} \bar{x}_{a b}^{+}-\left[B_{0 a}^{-}, L_{a d}^{-}\right] F_{a}^{0}(\varepsilon) \bar{x}_{a}^{0}+L_{a d}^{-} \bar{z}_{d}+E_{a}^{-} w  \tag{92}\\
\bar{x}_{a b}^{+}= & A_{a b}^{+c} \bar{x}_{a b}^{+}-\left[B_{0 a b}^{+}, L_{a b d}^{+}\right] F_{a}^{0}(\varepsilon) \bar{x}_{a}^{0}+L_{a b d}^{+} \bar{z}_{d}  \tag{93}\\
\bar{x}_{a}^{0}= & \left(A_{a a}^{0}-B_{a}^{0} F_{a}^{0}(\varepsilon)\right) \bar{x}_{a}^{0}+\left(L_{a d}^{0}+T_{a}^{0} L_{a b d}^{+}\right) \bar{z}_{d}+E_{a}^{0} w  \tag{94}\\
\bar{x}_{c}= & A_{c c}^{c} \bar{x}_{c}+\left(L_{c b}\left[0, C_{b}\right]-\left[L_{c 0}, L_{c d}\right] F_{a b}^{+}\right) \bar{x}_{a b}^{+}-\left[L_{c 0}, L_{c d}\right] F_{a}^{0}(\varepsilon) \bar{x}_{a}^{0}+L_{c d} \bar{z}_{d}+E_{c} w  \tag{95}\\
z_{0}= & -\left[F_{a 0}^{+}, F_{b 0}\right] \bar{x}_{a b}^{+}-F_{a 0}^{0}(\varepsilon) \bar{x}_{a}^{0}  \tag{96}\\
\bar{x}_{i}= & A_{q_{i}} \bar{x}_{i}-\frac{1}{\varepsilon^{q_{i}}} B_{q_{i}} F_{i} S_{i}(\varepsilon) \bar{x}_{i}+L_{i a b}^{+}(\varepsilon) \bar{x}_{a b}^{+}+L_{i a}^{01}(\varepsilon) F_{a}^{0}(\varepsilon) \bar{x}_{a}^{0} \\
& +L_{i a}^{02}(\varepsilon) F_{a}^{0}(\varepsilon) A_{a a}^{0} \bar{x}_{a}^{0}+\bar{L}_{i d}(\varepsilon) \bar{z}_{d}+\bar{E}_{i}(\varepsilon) w  \tag{97}\\
\bar{z}_{i}= & z_{i}+\left[F_{a d i}^{+}, F_{b d i}\right] \bar{x}_{a b}^{+}+F_{a d i}^{0} \bar{x}_{a}^{0}=C_{q_{i}} \bar{x}_{i,}, i=1,2, \ldots, m_{d},  \tag{98}\\
\bar{z}_{d}= & {\left[\bar{z}_{1}, \bar{z}_{2}, \ldots, \bar{z}_{m_{d}}\right] } \tag{99}
\end{align*}
$$

where $A_{a a b}^{-}, A_{a a b}^{0}, B_{a}^{0}$ and $L_{a b d}^{+}$are as defined in Step S.4.1 of the state feedback control law design algorithm, and $L_{i a b}^{+}(\varepsilon), L_{i a}^{01}(\varepsilon), L_{i a}^{02}(\varepsilon), \bar{L}_{i d}(\varepsilon)$ and $\bar{E}_{i}(\varepsilon)$ are defined in an obvious way and, by equation (48), satisfy

$$
\begin{array}{r}
\left\|L_{i a b}^{+}(\varepsilon)\right\| \leq l_{i a b}^{+}, \quad\left\|L_{i a}^{01}(\varepsilon)\right\| \leq l_{i a}^{01}, \quad\left\|L_{i a}^{02}(\varepsilon)\right\| \leq l_{i a}^{02}, \quad\left\|\bar{L}_{i d}(\varepsilon)\right\| \leq \bar{l}_{i d} \\
\left\|\bar{E}_{i}(\varepsilon)\right\| \leq \bar{e}_{i}, \quad \varepsilon \in(0,1] \tag{100}
\end{array}
$$

for some non-negative constants $l_{i a b}^{+}, l_{i a}^{01}, l_{i a}^{02}, \bar{l}_{i d}$ and $\bar{e}_{i}$ independent of $\varepsilon$.

We now proceed to construct the second transformation. We need to recall the following preliminary results from Lin et al. (1997).
Lemma 1: Let the triple $\left(A_{i}, B_{i}, F_{i}(\varepsilon)\right)$ be as given in Steps S.4.2 and S.4.3 of the state feedback design algorithm. Then, there exists a nonsingular state transformation matrix $Q_{i}(\varepsilon) \in \mathbb{R}^{n_{i} \times n_{i}}$ such that:
(1) $Q_{i}(\varepsilon)$ transforms $A_{i}-B_{i} F_{i}(\varepsilon)$ into a real Jordan form, i.e.

$$
\begin{equation*}
Q_{i}^{-1}(\varepsilon)\left(A_{i}-B_{i} F_{i}(\varepsilon)\right) Q_{i}(\varepsilon)=J_{i}(\varepsilon)=\operatorname{blkdiag}\left\{J_{i 0}(\varepsilon), J_{i 1}(\varepsilon), J_{i 2}(\varepsilon), \ldots, J_{i p_{i}}(\varepsilon)\right\}, \tag{101}
\end{equation*}
$$

where

$$
J_{i 0}(\varepsilon)=\left[\begin{array}{cccc}
-\varepsilon & 1 & &  \tag{102}\\
& \ddots & \ddots & \\
& & -\varepsilon & 1 \\
& & & -\varepsilon
\end{array}\right]_{r_{i 0} \times r_{i 0}}
$$

and for each $j=1$ to $p_{i}$,

$$
J_{i j}(\varepsilon)=\left[\begin{array}{cccc}
J_{i j}^{\star}(\varepsilon) & I_{2} & &  \tag{103}\\
& \ddots & \ddots & \\
& & J_{i j}^{\star}(\varepsilon) & I_{2} \\
& & & J_{i j}^{\star}(\varepsilon)
\end{array}\right]_{2 r_{i j} \times 2 r_{i j}}, \quad J_{i j}^{\star}(\varepsilon)=\left[\begin{array}{cc}
-\varepsilon & \beta_{i j} \\
-\beta_{i j} & -\varepsilon
\end{array}\right],
$$

with $\beta_{i j}>0$ for all $j=1$ to $p_{i}$ and $\beta_{i j} \neq \beta_{i k}$ for $j \neq k$;
(2) both $\left\|Q_{i}(\varepsilon)\right\|$ and $\left\|Q_{i}^{-1}(\varepsilon)\right\|$ are bounded, i.e.

$$
\begin{equation*}
\left\|Q_{i}(\varepsilon)\right\| \leq \theta_{i}, \quad\left\|Q_{i}^{-1}(\varepsilon)\right\| \leq \theta_{i}, \quad \varepsilon \in(0,1] \tag{104}
\end{equation*}
$$

for some positive constant $\theta_{i}$, independent of $\varepsilon$;
(3) if $E_{i} \in \mathbb{R}^{n_{i} \times q}$ is such that

$$
\begin{equation*}
\operatorname{Im}\left(E_{i}\right) \subset \cap_{w \in \lambda\left(A_{i}\right)} \operatorname{Im}\left(w I-A_{i}\right) \tag{105}
\end{equation*}
$$

then there exists a $\delta_{i} \geq 0$, independent of $\varepsilon$, such that

$$
\begin{equation*}
\left\|Q_{i}^{-1}(\varepsilon) E_{i}\right\| \leq \delta_{i}, \quad \varepsilon \in(0,1] \tag{106}
\end{equation*}
$$

and, if we partition $Q_{i}^{-1}(\varepsilon) E_{i}$ according to that of $J_{i}(\varepsilon)$ as,

$$
Q_{i}^{-1}(\varepsilon) E_{i}=\left[\begin{array}{c}
E_{i 0}(\varepsilon) \\
E_{i 1}(\varepsilon) \\
\vdots \\
E_{i p_{i}}(\varepsilon)
\end{array}\right], \quad E_{i 0}(\varepsilon)=\left[\begin{array}{c}
E_{i 01}(\varepsilon) \\
E_{i 02}(\varepsilon) \\
\vdots \\
E_{i 0 r_{i 0}(\varepsilon)}
\end{array}\right]_{r_{i 0} \times 1}
$$

$$
E_{i j}(\varepsilon)=\left[\begin{array}{c}
E_{i j 1}(\varepsilon)  \tag{107}\\
E_{i j 2}(\varepsilon) \\
\vdots \\
E_{i j r_{i j}}(\varepsilon)
\end{array}\right]_{2 r_{i j} \times 1},
$$

then there exists a $\beta_{i} \geq 0$, independent of $\varepsilon$, such that for each $j=0$, to $p_{i}$,

$$
\begin{equation*}
\left\|E_{i j j_{j}}(\varepsilon)\right\| \leq \beta_{i} \varepsilon \tag{108}
\end{equation*}
$$

(4) if we define a scaling matrix $S_{a i}(\varepsilon)$ as

$$
\begin{equation*}
S_{a i}(\varepsilon)=\operatorname{blkdiag}\left\{S_{a i 0}(\varepsilon), S_{a i 1}(\varepsilon), S_{a i 2}(\varepsilon), \ldots, S_{a i p i}(\varepsilon)\right\} \tag{109}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{a i 0}(\varepsilon)=\operatorname{diag}\left\{\varepsilon^{r_{0}-1}, \varepsilon^{r_{i 0}-2}, \ldots, \varepsilon, 1\right\} \tag{110}
\end{equation*}
$$

and for $j=1$ to $p_{i}$,

$$
\begin{equation*}
S_{a i j}(\varepsilon)=\operatorname{blkdiag}\left\{\varepsilon^{r_{i j}-1} I_{2}, \varepsilon^{r_{i j}-2} I_{2}, \ldots, \varepsilon I_{2}, I_{2}\right\} \tag{111}
\end{equation*}
$$

then there exists a $\boldsymbol{\kappa}_{i} \geq 0$ independent of $\varepsilon$ such that

$$
\begin{equation*}
\left|F_{i}(\varepsilon) Q_{i}(\varepsilon) S_{a i}^{-1}(\varepsilon)\right| \leq \kappa_{i} \varepsilon, \quad\left|F_{i}(\varepsilon) A_{i} Q_{i}(\varepsilon) S_{a i}^{-1}(\varepsilon)\right| \leq \kappa_{i} \varepsilon \tag{112}
\end{equation*}
$$

Proof: This is a combination of Lemmas 1, 3 and 4 of Lin et al. (1997), and (2.2.13) of $\operatorname{Lin}$ (1994).

Lemma 2: Let

$$
\begin{equation*}
\widetilde{J}_{i}(\varepsilon)=\operatorname{blkdiag}\left\{\widetilde{J}_{i 0}, \widetilde{J}_{i 1}(\varepsilon), \ldots, \widetilde{J}_{i p_{i}}(\varepsilon)\right\} \tag{113}
\end{equation*}
$$

where

$$
\widetilde{J}_{i 0}=\left[\begin{array}{cccc}
-1 & 1 & &  \tag{114}\\
& \ddots & \ddots & \\
& & -1 & 1 \\
& & & -1
\end{array}\right]_{r_{0} \times r_{i 0}}
$$

and for each $j=1$ to $p_{i}$,

$$
\widetilde{J}_{i j}(\varepsilon)=\left[\begin{array}{cccc}
\widetilde{J}_{i j}^{\star}(\varepsilon) & I_{2} & &  \tag{115}\\
& \ddots & \ddots & \\
& & \widetilde{J}_{i j}^{\star}(\varepsilon) & I_{2} \\
& & & \widetilde{J}_{i j}^{\star}(\varepsilon)
\end{array}\right]_{2 r_{i j} \times 2 r_{i j}} \quad, \quad \widetilde{J}_{i j}^{\star}(\varepsilon)=\left[\begin{array}{cc}
-1 & \beta_{i j} / \varepsilon \\
-\beta_{i j} / \varepsilon & -1
\end{array}\right]
$$

with $\beta_{i j} \geq 0$ for all $j=1$ to $p_{i}$ and $\beta_{j} \neq \beta_{k}$ for $j \neq k$. Then the unique positive definite solution $\widetilde{P}_{i}$ to the Lyapunov equation

$$
\begin{equation*}
\widetilde{J}_{i}(\varepsilon) \rho \widetilde{P}_{i}+\widetilde{P}_{i} \widetilde{J}_{i}(\varepsilon)=-I \tag{116}
\end{equation*}
$$

is independent of $\varepsilon$.
Proof: $\quad$ This is Lemma 2 in Lin et al. (1997).
We now define the following second state transformation on the closed-loop system:

$$
\begin{align*}
\widetilde{x}_{a}^{-}= & \bar{x}_{a}^{-}, \quad \tilde{x}_{a b}^{+}=\bar{x}_{a b}^{+}  \tag{117}\\
\widetilde{x}_{a}^{0}= & {\left.\left[\widetilde{x}_{a l}^{0}\right)^{\prime},\left(\widetilde{x}_{a 2}^{0}\right), \cdots\left(\widetilde{x}_{a l}^{0}\right)\right]=S_{a}(\varepsilon) Q^{-1}(\varepsilon)\left(\Gamma_{s a}^{0}\right)^{-1} \bar{x}_{a}^{0} }  \tag{118}\\
& S_{a}(\varepsilon)=\operatorname{blkdiag}\left\{S_{a 1}(\varepsilon), S_{a 2}(\varepsilon), \ldots, S_{a l}(\varepsilon)\right\} \\
& Q(\varepsilon)=\operatorname{blkdiag}\left\{Q_{1}(\varepsilon), Q_{2}(\varepsilon), \ldots, Q_{l}(\varepsilon)\right\} \\
\widetilde{x}_{c}= & \varepsilon \bar{x}_{c}  \tag{119}\\
\widetilde{x}_{d}= & {\left[\widetilde{x}_{1}, \widetilde{x}_{2}, \ldots, \widetilde{x}_{m_{d}}\right], \quad \widetilde{x}_{i}=S_{i}(\varepsilon) \bar{x}_{i}, \quad i=1,2, \ldots, m_{d} } \tag{120}
\end{align*}
$$

under which the closed-loop system becomes

$$
\begin{align*}
\dot{\tilde{x}}_{a}^{-} & =A_{a a}^{-} \widetilde{x}_{a}^{-}+A_{a a b}^{-}(\varepsilon) \widetilde{x}_{a b}^{+}+A_{a a}^{-0}(\varepsilon) \widetilde{x}_{a}^{0}+L_{a d}^{-} \widetilde{z}_{d}+E_{a}^{-} w  \tag{121}\\
\dot{\tilde{x}}_{a b}^{+} & =A_{a b}^{+c} \widetilde{x}_{a b}^{+}+A_{a b a}^{+0}(\varepsilon) \widetilde{x}_{a}^{0}+L_{a b d}^{+} \widetilde{z}_{d}  \tag{122}\\
\dot{\tilde{x}}_{a}^{0} & =\widetilde{J}(\varepsilon) \widetilde{x}_{a}^{0}+\widetilde{B}(\varepsilon) \widetilde{x}_{a}^{0}+\widetilde{L}_{a d}^{0}(\varepsilon) \widetilde{z}_{d}+\widetilde{E}_{a}^{0}(\varepsilon) w  \tag{123}\\
\dot{\tilde{x}}_{c} & =A_{c c}^{c} \widetilde{x}_{c}+\varepsilon\left[A_{c a b}^{+} \widetilde{x}_{a b}^{+}+A_{c a}^{0}(\varepsilon) \widetilde{x}_{a}^{0}+L_{c d} \widetilde{z}_{d}+E_{c} w\right]  \tag{124}\\
z_{0} & =-\left[F_{a 0}^{+}, F_{b 0} \widetilde{x}_{a b}^{+}-\widetilde{F}_{a 0}^{0}(\varepsilon) \widetilde{x}_{a}^{0}\right.  \tag{125}\\
\varepsilon \dot{x}_{i} & =\left(A_{q_{i}}-B_{q_{i}} F_{i}\right) \widetilde{x}_{i}+\varepsilon \widetilde{L}_{i a b}^{+}(\varepsilon) \widetilde{x}_{a b}^{+}+\varepsilon \widetilde{L}_{i a}^{0}(\varepsilon) \widetilde{x}_{a}^{0}+\varepsilon \widetilde{L}_{i d}(\varepsilon) \widetilde{z}_{d}+\varepsilon \widetilde{E}_{i}(\varepsilon) w  \tag{126}\\
\widetilde{z}_{i} & =\bar{z}_{i}=z_{i}+\left[F_{a d i}^{+}, F_{b d i}\right] \widetilde{x}_{a b}^{+}+\widetilde{F}_{a d i}^{0}(\varepsilon) \widetilde{x}_{a}^{0}=C_{q_{i}} \widetilde{x}_{i}  \tag{127}\\
\widetilde{z}_{d} & =\left[\widetilde{z}_{1}, \widetilde{z}_{2}, \ldots, \widetilde{z}_{m_{d}}\right] \tag{128}
\end{align*}
$$

where

$$
\begin{align*}
A_{a a}^{-0}(\varepsilon) & =-\left[B_{0 a}^{+}, L_{a d}^{-}\right] F_{a}^{0}(\varepsilon) \Gamma_{s a}^{0} Q(\varepsilon) S_{a}^{-1}(\varepsilon)  \tag{129}\\
A_{a b a}^{+0}(\varepsilon) & =-\left[B_{0 a b}^{+}, L_{a b d}^{+}\right] F_{a}^{0}(\varepsilon) \Gamma_{s a}^{0} Q(\varepsilon) S_{a}^{-1}(\varepsilon)  \tag{130}\\
\widetilde{J}(\varepsilon) & =\operatorname{blkdiag}\left\{\varepsilon \widetilde{J}_{1}(\varepsilon), \varepsilon \widetilde{J}_{2}(\varepsilon), \ldots, \varepsilon \widetilde{J}_{l}(\varepsilon)\right\} \tag{131}
\end{align*}
$$

$$
\begin{align*}
\widetilde{B}(\varepsilon)= & {\left[\begin{array}{ccccc}
0 & \widetilde{B}_{12}(\varepsilon) & \widetilde{B}_{13}(\varepsilon) & \ldots & \widetilde{B}_{1 l}(\varepsilon) \\
0 & 0 & \widetilde{B}_{23}(\varepsilon) & \ldots & \widetilde{B}_{2 l}(\varepsilon) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0
\end{array}\right] }  \tag{132}\\
& \widetilde{b}_{j k}(\varepsilon)=S_{a j}(\varepsilon) Q_{j}^{-1}(\varepsilon) B_{j k} F_{k}(\varepsilon) Q_{k}(\varepsilon) S_{a k}^{-1}(\varepsilon) \\
& j=1,2, \ldots, l, \quad k=j+1, j+2, \ldots, l
\end{align*}
$$

$$
\begin{align*}
& \widetilde{L}_{a d}^{0}(\varepsilon)=S_{a}(\varepsilon) Q^{-1}(\varepsilon)\left(\Gamma_{s a}^{0}\right)^{-1}\left(L_{a d}^{0}+T_{a}^{0} L_{a b d}^{+}\right) \\
& \widetilde{E}_{a}^{0}(\varepsilon)=S_{a}(\varepsilon) Q^{-1}(\varepsilon)\left(\Gamma_{s a}^{0}\right)^{-1} E_{a}^{0}, \quad \widetilde{E}_{a}^{0}(\varepsilon)=\left[\begin{array}{llll}
\left.\left(\widetilde{E}_{a 1}^{0}(\varepsilon)\right)\right)^{\prime} & \left(\widetilde{E}_{a l}^{0}(\varepsilon)\right)^{\prime} & \ldots & \left(\widetilde{E}_{a l}^{0}(\varepsilon)\right)
\end{array}\right]  \tag{134}\\
& A_{c a b}^{+}=L_{c b}\left[0, C_{b}\right]-\left[L_{c 0}, L_{c d}\right] F_{a b}^{+}  \tag{1355}\\
& A_{c a}^{0}(\varepsilon)=-\left[L_{c 0}, L_{c d}\right] F_{a}^{0}(\varepsilon) \Gamma_{s a}^{0} Q(\varepsilon) S_{a}^{-1}(\varepsilon)  \tag{136}\\
& \widetilde{F}_{a 0}^{0}(\varepsilon)=F_{a 0}^{0}(\varepsilon) S_{a}^{-1}(\varepsilon) Q(\varepsilon) \Gamma_{s a}^{0}  \tag{137}\\
& \widetilde{L}_{i a b}^{+}(\varepsilon)=S_{i}(\varepsilon) L_{i a b}^{+}(\varepsilon)  \tag{138}\\
& \widetilde{L}_{i a}^{0}(\varepsilon)=S_{i}(\varepsilon)\left[L_{i a}^{01}(\varepsilon) F_{a}^{0}(\varepsilon)+L_{i a}^{02}(\varepsilon) F_{a}^{0}(\varepsilon) A_{a a}^{0}\right] \Gamma_{s a}^{0} Q(\varepsilon) S_{a}^{-1}(\varepsilon)  \tag{139}\\
& \widetilde{L}_{i d}(\varepsilon)=S_{i}(\varepsilon) \bar{L}_{i d}(\varepsilon)  \tag{140}\\
& \widetilde{E}_{i}(\varepsilon)=S_{i}(\varepsilon) \bar{E}_{i}(\varepsilon)  \tag{141}\\
& \widetilde{F}_{a d i}^{0}(\varepsilon)=F_{a d i}^{0}(\varepsilon) \Gamma_{s a}^{0} Q(\varepsilon) S_{a}^{-1}(\varepsilon)  \tag{142}\\
& \text { and where, for } i=1 \text { to } l, \widetilde{J}_{i}(\varepsilon) \text { is as defined in Lemma } 2 . \\
& \text { By equations (48) and (100), and Lemma } 1 \text {, we have that for all } \varepsilon \in(0,1] \text {, } \\
& \left\|A_{a a b}^{-a}(\varepsilon)\right\| \leq a_{a a b}^{-}, \quad\left\|\widetilde{L}_{a d}^{0}(\varepsilon)\right\| \leq \widetilde{I}_{a d}^{0}, \quad\left\|A_{c a b}^{+}\right\| \leq a_{c a b}^{+}  \tag{143}\\
& \left\|A_{a a}^{-0}(\varepsilon)\right\| \leq a_{a a}^{-0} \varepsilon, \quad\left\|A_{a b a}^{+0}(\varepsilon)\right\| \leq a_{a a}^{+0} \varepsilon, \quad\left\|A_{c a}^{0}(\varepsilon)\right\| \leq a_{c a}^{0} \varepsilon, \quad\left\|\widetilde{F}_{a 0}^{0}(\varepsilon)\right\| \leq \tilde{f}_{a 0}^{0} \varepsilon \tag{144}
\end{align*}
$$

for $i=1$ to $m_{d}$,

$$
\begin{array}{r}
\left.\| \tilde{L}_{i a b}^{+}(\varepsilon)\right\} \leq \widetilde{l}_{a b}^{+}, \quad\left\|\widetilde{L}_{i a}^{0}(\varepsilon)\right\| \leq \tilde{l}_{a}^{0}(\varepsilon), \quad\left\|\widetilde{L}_{i d}^{0}(\varepsilon)\right\| \leq \tilde{I}_{d}, \quad\left\|\widetilde{F}_{a d i}^{0}(\varepsilon)\right\| \leq \widetilde{f}_{a d}^{0} \varepsilon, \\
\left\|\widetilde{E}_{i}(\varepsilon)\right\| \leq \widetilde{e} \tag{145}
\end{array}
$$

for $i=1$ to $l$,

$$
\begin{equation*}
\left\|\widetilde{E}_{a i}^{0}(\varepsilon)\right\| \leq \widetilde{e}_{a}^{0} \varepsilon \tag{146}
\end{equation*}
$$

and finally, for $j=1$ to $l, k=j+1$ to $l$,

$$
\begin{equation*}
\left\|\widetilde{B}_{j k}(\varepsilon)\right\| \leq \widetilde{b}_{j k} \varepsilon \tag{147}
\end{equation*}
$$

where $a_{a a b}^{-}, \tilde{l}_{a d}^{0}, a_{c a b}^{+}, a_{a a}^{-0}, a_{a a}^{+0}, \tilde{e}_{a}^{0}, a_{c a}^{0}, \tilde{f}_{a 0}^{0}, \tilde{l}_{a b}^{+}, \tilde{l}_{a}^{0}, \tilde{l}_{d}, \tilde{f}_{a d}^{0}, \tilde{b}_{j k}$ and $\tilde{e}$ are some positive constants, independent of $\varepsilon$.

We next construct a Lyapunov function for the closed loop system in equations (121)-(128). We do this by composing Lyapunov functions for the subsystems. For the subsystem of $\widetilde{x}_{a}$, we choose a Lyapunov function,

$$
\begin{equation*}
V_{a}^{-}\left(\widetilde{x}_{a}^{-}\right)=\left(\widetilde{x}_{a}^{-}\right) \rho P_{a}^{-} \widetilde{x}_{a}^{-} \tag{148}
\end{equation*}
$$

where $P_{a}^{-}>0$ is the unique solution to the Lyapunov equation

$$
\begin{equation*}
\left(A_{a a}^{-}\right) \cdot P_{a}^{-}+P_{a}^{-} A_{a a}^{-}=-I \tag{149}
\end{equation*}
$$

and for the subsystem of $\widetilde{x}_{a b}^{+}$, we choose a Lyapunov function

$$
\begin{equation*}
V_{a b}^{+}\left(\widetilde{x}_{a b}^{+}\right)=\left(\widetilde{x}_{a b}^{+}\right) \cdot P_{a b}^{+} \tilde{x}_{a b}^{+} \tag{150}
\end{equation*}
$$

where $P_{a b}^{+}>0$ is the unique solution to the Lyapunov equation

$$
\begin{equation*}
\left(A_{a b}^{+c}\right) \rho P_{a b}^{+}+P_{a b}^{+} A_{a b}^{+c}=-I \tag{151}
\end{equation*}
$$

The existence of such $P_{a a}^{-}$and $P_{a b}^{+}$is guaranteed by the fact that both $A_{a a}^{-}$and $A_{a b}^{+c}$ are asymptotically stable. For the subsystem of $\widetilde{x}_{a}^{0}=\left[\left(\widetilde{x}_{a 1}^{0}\right),\left(\widetilde{x}_{a 2}^{0}\right)^{\prime}, \ldots,\left(\widetilde{x}_{a l}^{0}\right)\right\rangle$, we choose a Lyapunov function

$$
\begin{equation*}
V_{a}^{0}\left(\widetilde{x}_{a}^{0}\right)=\sum_{i=1}^{l} \frac{\left(\alpha_{a}^{0}\right.}{\varepsilon}{ }^{i-1}\left(\widetilde{x}_{a i}^{0}\right) \cdot P_{a i}^{0} \tilde{x}_{a i}^{0} \tag{152}
\end{equation*}
$$

where $\alpha_{a}^{0}$ is a positive scalar, whose value is to be determined later, and each $P_{a i}^{0}$ is the unique solution to the Lyapunov equation

$$
\begin{equation*}
\widetilde{J}_{i}(\varepsilon) \cdot P_{a i}^{0}+P_{a i}^{0} \widetilde{J}_{i}(\varepsilon)=-I \tag{153}
\end{equation*}
$$

which, by Lemma 2 , is independent of $\varepsilon$. Similarly, for the subsystem $\widetilde{x}_{c}$, choose a Lyapunov function

$$
\begin{equation*}
V_{c}\left(\tilde{x}_{c}\right)=\tilde{x}_{c} P_{c} \tilde{x}_{c} \tag{154}
\end{equation*}
$$

where $P_{c}>0$ is the unique solution to the Lyapunov equation

$$
\begin{equation*}
\left(A_{c c}^{c}\right)^{\prime} P_{c}+P_{c} A_{c c}^{c}=-I \tag{155}
\end{equation*}
$$

The existence of such a $P_{c}$ is again guaranteed by the fact that $A_{c c}^{c}$ is asymptotically stable. Finally, for the subsystem of $\widetilde{x}_{d}$, choose a Lyapunov function

$$
\begin{equation*}
V_{d}\left(\widetilde{x}_{d}\right)=\sum_{i=1}^{m_{d}} \widetilde{x}_{i} P_{i} \tilde{x}_{c} \tag{156}
\end{equation*}
$$

where each $P_{i}$ is the unique solution to the Lyapunov equation

$$
\begin{equation*}
\left(A_{q_{i}}-B_{q_{i}} F_{i}\right) P_{i}+P_{i}\left(A_{q_{i}}-B_{q_{i}} F_{i}\right)=-I \tag{157}
\end{equation*}
$$

Once again, the existence of such $P_{i}$ is due to the fact that $A_{q_{i}}-B_{q_{i}} F_{i}$ is asymptotically stable.

We now construct a Lyapunov function for the closed-loop system in equations (121)-(128) as follows:

$$
\begin{equation*}
V\left(\widetilde{x}_{a}^{-}, \tilde{x}_{a b}^{+}, \widetilde{x}_{a}^{0}, \tilde{x}_{c}, \widetilde{x}_{d}\right)=V_{a}^{-}\left(\widetilde{x}_{a}^{-}\right)+\alpha_{a b}^{+} V_{a b}^{+}\left(\widetilde{x}_{a b}^{+}\right)+V_{a}^{0}\left(\widetilde{x}_{a}^{0}\right)+V_{c}\left(\widetilde{x}_{c}\right)+\alpha_{d} V_{d}\left(\widetilde{x}_{d}\right) \tag{158}
\end{equation*}
$$

where $\alpha_{a b}^{+}=2\left\|P_{a}^{-}\right\|^{2}\left(a_{a a b}^{-}\right)^{2}$ and the value of $\alpha_{d}$ is to be determined.
Let us first consider the derivative of $V_{a}^{0}\left(\widetilde{x}_{a}^{0}\right)$ along the trajectories of the subsystem $\widetilde{x}_{a}^{0}$, and obtain that

$$
\begin{align*}
\dot{V}_{a}^{0}\left(\widetilde{x}_{a}^{0}\right)= & \sum_{i=1}^{l}\left[-\left(\alpha_{a}^{0}\right)^{i-1}\left(\widetilde{x}_{a i}^{0}\right) \widetilde{x}_{a i}^{0}+2 \sum_{j=i+1}^{l} \frac{\left(\alpha_{a}^{0}\right)^{i-1}}{\varepsilon}\left(\widetilde{x}_{a i}^{0}\right) \cdot P_{a i}^{0} \widetilde{B}_{i j}(\varepsilon) \widetilde{x}_{j}^{0}\right] \\
& +2 \sum_{i=1}^{l} \frac{\left(\alpha_{a}^{0}\right)^{i-1}}{\varepsilon}\left[\left(\widetilde{x}_{a i}^{0}\right) \cdot P_{a i}^{0} \widetilde{L}_{a d}^{0}(\varepsilon) \widetilde{z}_{d}+\left(\widetilde{x}_{a i}^{0}\right) \cdot P_{a i}^{0} \widetilde{E}_{a}^{0}(\varepsilon) w\right] \tag{159}
\end{align*}
$$

Using equation (147) it is straightforward to show that there exists an $\alpha_{a}^{0}>0$ such that

$$
\begin{equation*}
\dot{V}_{a}^{0}\left(\tilde{x}_{a}^{0}\right) \leq-\frac{3}{4}\left\|\tilde{x}_{a}^{0}\right\|^{2}+\frac{\alpha_{1}}{\varepsilon}\left\|\tilde{x}_{a}^{0}\right\| \cdot\left\|\tilde{z}_{d}\right\|+\alpha_{2}\|w\|^{2} \tag{160}
\end{equation*}
$$

for some non-negative constants $\alpha_{1}$ and $\alpha_{2}$, independent of $\varepsilon$.
In view of equation (160), the derivative of $V$ along the trajectory of the closedloop system in equations (121)-(128) can be evaluated as follows:

$$
\begin{align*}
\dot{V}= & \left.-\left(\widetilde{x}_{a}^{-}\right)\right) \widetilde{x}_{a}^{-}+2\left(\widetilde{x}_{a}^{-}\right) \cdot P_{a}^{-} A_{a b b}^{-}(\varepsilon) \widetilde{x}_{a b}^{+}+2\left(\widetilde{x}_{a}^{-}\right) \cdot P_{a}^{-} A_{a a}^{-0}(\varepsilon) \widetilde{x}_{a}^{0}+2\left(\widetilde{x}_{a}^{-}\right) \cdot P_{a}^{-} L_{a d}^{-} \tilde{z}_{d} \\
& +2\left(\widetilde{x}_{a}^{0}\right) P_{a}^{-} E_{a}^{-} w-\alpha_{a b}^{+}\left(\widetilde{x}_{a b}^{+}\right) \widetilde{x}_{a b}^{+}+2 \alpha_{a b}^{+}\left(x_{a b}^{+}\right) \cdot P_{a b}^{+} A_{a b a}^{+0}(\varepsilon) \widetilde{x}_{a}^{0}+2 \alpha_{a b}^{+}\left(x_{a b}^{+}\right) P_{a b}^{+} L_{a b b}^{+} \widetilde{z}_{d} \\
& -\frac{3}{4}\left\|\widetilde{x}_{a}^{0}\right\|^{2}+\frac{\alpha_{a}}{\varepsilon}\left\|\widetilde{x}_{a l}^{0}\right\| \cdot\left\|\widetilde{z}_{d}\right\|+\alpha_{\varepsilon}\|w\|^{2}-\widetilde{x}_{c} \widetilde{x}_{c}+2 \varepsilon \widetilde{x}_{c} P_{c}\left[A_{c a b}^{+} \widetilde{x}_{a b}^{+}+A_{c a}^{0}(\varepsilon) \widetilde{x}_{a}^{0}\right. \\
& \left.+L_{c d} \widetilde{z}_{d}+E_{c} w\right]+\alpha_{d} \sum_{i=1}^{m_{d}}\left[-\frac{1}{\varepsilon} \widetilde{x}_{i} \widetilde{x}_{i}+2 \widetilde{x}_{i} P_{i} \widetilde{L}_{a b b}^{+}(\varepsilon) \widetilde{x}_{a b}^{+}+2 \widetilde{x}_{i} P_{i} \widetilde{L}_{i a}^{0}(\varepsilon) \widetilde{x}_{a}^{0}\right. \\
& \left.+2 \widetilde{x}_{i} P_{i} \widetilde{L}_{i d}(\varepsilon) \widetilde{z}_{d}+2 \widetilde{x}_{i} P_{i} \widetilde{E}_{i}(\varepsilon) w\right] \tag{161}
\end{align*}
$$

Using the majorizations in equations (143)-(146) and noting the definition of $\alpha_{a b}^{+}$ in equation (158), we can easily verify that there exists an $\alpha_{d}>0$ and an $\varepsilon_{1}^{*} \in(0,1]$ such that, for all $\varepsilon \in\left(0, \varepsilon_{1}^{*}\right]$,

$$
\begin{equation*}
\dot{V} \leq-\frac{1}{2}\left\|\tilde{x}_{a}^{-}\right\|^{2}-\frac{1}{2}\left\|\tilde{x}_{a b}^{+}\right\|^{2}-\frac{1}{2}\left\|\tilde{x}_{a}^{0}\right\|^{2}-\frac{1}{2 \varepsilon}\left\|\tilde{x}_{d}\right\|^{2}+\alpha_{b}\|w\|^{2} \tag{162}
\end{equation*}
$$

for some positive constant $\alpha_{3}$, independent of $\varepsilon$.
From equation (162), it follows that the closed-loop system in the absence of disturbance $w$ is asymptotically stable. It remains to show that for any given $\gamma>0$, there exists an $\varepsilon^{*} \in\left(0, \varepsilon_{1}^{*}\right]$ such that, for all $\varepsilon \in\left(0, \varepsilon^{*}\right]$,

$$
\begin{equation*}
\|z\|_{L_{2}} \leq \gamma\|w\|_{L_{2}} \tag{163}
\end{equation*}
$$

To this end, we integrate both sides of equation (162) from 0 to $\infty$. Noting that $V \geq 0$ and $V(t)=0$ at $t=0$, we have

$$
\begin{equation*}
\left\|\tilde{z}_{d}\right\|_{L_{2}} \leq\left(\sqrt{2 \alpha_{3} \varepsilon}\right)\|w\|_{L_{2}} \tag{164}
\end{equation*}
$$

which, when used in equation (160), results in

$$
\begin{equation*}
\left\|\widetilde{x}_{a}^{0}\right\|_{L_{2}} \leq\left(\sqrt{\frac{2 O_{1}^{2} \alpha_{3}}{\varepsilon}+\alpha_{2}}\right)\| \|_{L_{2}} \tag{165}
\end{equation*}
$$

Viewing $\widetilde{z}_{d}$ as disturbance to the dynamics to $\widetilde{x}_{a b}^{+}$also results in

$$
\begin{equation*}
\left\|\tilde{x}_{a b}^{+}\right\|_{L_{2}} \leq\left(\alpha_{4} \sqrt{\varepsilon}\right)\|w\|_{L_{2}} \tag{166}
\end{equation*}
$$

for some positive constant $\alpha_{4}$, independent of $\varepsilon$.
Finally, recalling that

$$
z=\Gamma_{o \mathrm{P}}\left[\begin{array}{c}
z_{0}  \tag{167}\\
\widetilde{z}_{d}-F_{a b}^{+} \widetilde{x}_{a b}-\widetilde{F}_{a d}^{0}(\varepsilon) \widetilde{x}_{a}^{0} \\
z_{b}
\end{array}\right]
$$

where

$$
\widetilde{F}_{a d}^{0}(\varepsilon)=\left[\begin{array}{c}
\widetilde{F}_{a d 1}^{0}(\varepsilon)  \tag{168}\\
\widetilde{F}_{a d 2}^{0}(\varepsilon) \\
\vdots \\
F_{a d m_{d}}^{0}(\varepsilon)
\end{array}\right]
$$

with each $\widetilde{F}_{a d i}(\varepsilon)$ satisfying equation (145), we have

$$
\begin{equation*}
\|z\|_{L_{2}} \leq\left\|\Gamma_{o \mathrm{P}}\right\|\left(\sqrt{2 \alpha_{3} \varepsilon}+\alpha_{4}\left\|F_{a b}^{+}\right\| \sqrt{\varepsilon}+\alpha_{5} \sqrt{2 \alpha_{1}^{2} \alpha_{3} \varepsilon+\alpha_{2} \varepsilon^{2}}\right)\|w\|_{L_{2}} \tag{169}
\end{equation*}
$$

for some positive constant $\alpha_{5}$ independent of $\varepsilon$.
To complete the proof, we choose $\varepsilon^{*} \in\left(0, \varepsilon_{1}^{*}\right]$ such that

$$
\begin{equation*}
\left\|\Gamma_{o \mathrm{P}}\right\|\left(\sqrt{2 \alpha_{3} \varepsilon}+\alpha_{4}\left\|F_{a b}^{+}\right\| \sqrt{\varepsilon}+\alpha_{5} \sqrt{2 \alpha_{4}^{2} \alpha_{3} \varepsilon+\alpha_{2} \varepsilon^{2}}\right) \leq \gamma \tag{170}
\end{equation*}
$$

For the use in the proof of measurement feedback results, it is straightforward to verify from the closed-loop equations (121)-(128) that the transfer function from $E_{a}^{0} w$ to $z$ is given by

$$
\begin{equation*}
T_{a o}^{0}(s)=T_{a o}(s, \varepsilon)\left[s I-A_{a a}^{0}+B_{a}^{0} F_{a}^{0}(\varepsilon)\right]^{-1} \tag{171}
\end{equation*}
$$

where $T_{a o}(s, \varepsilon) \rightarrow 0$ pointwise in $s$ as $\varepsilon \rightarrow 0$.

## Appendix B. Proof of Theorem 4

It is trivial to show the stability of the closed-loop system comprising the plant given in equation (1) and the full-order output feedback controller in equation (67). The closed-loop poles are given by $\lambda\left\{A+B F_{\mathrm{P}}(\varepsilon)\right\}$, which are in $\mathbb{C}^{-}$for sufficiently small $\varepsilon$, as shown in Theorem 3, and $\lambda\left\{A+K_{\mathrm{Q}}(\varepsilon) C_{1}\right\}$, which can be dually shown to be in $\mathbb{C}^{-}$for sufficiently small $\varepsilon$ as well. In what follows, we will show that the fullorder output feedback controller achieves the $H_{\infty}$-ADDPMS for equation (1), which satisfies all five conditions of Theorem 2. Without loss of any generality but for simplicity of presentation, hereafter we assume throughout the rest of the proof that the subsystem $\Sigma_{\mathrm{P}}$, i.e. the quadruple $\left(A, B, C_{2}, D_{2}\right)$, has already been transformed into the special coordinate basis as given in Theorem 1. To be more specific, we have

$$
A=B_{0} C_{2,0}+\left[\begin{array}{cccccc}
A_{a a}^{-} & 0 & 0 & L_{a b}^{-} C_{b} & 0 & L_{a d}^{-} C_{d}  \tag{172}\\
0 & A_{a a}^{0} & 0 & L_{a b}^{0} C_{b} & 0 & L_{a d}^{0} C_{d} \\
0 & 0 & A_{a a}^{+} & L_{a b}^{+} C_{b} & 0 & L_{a d}^{+} C_{d} \\
0 & 0 & 0 & A_{b b} & 0 & L_{b d} C_{d} \\
B_{c} E_{c a}^{-} & B_{c} E_{c a}^{0} & B_{c} E_{c a}^{+} & L_{c b} C_{b} & A_{c c} & L_{c d} C_{d} \\
B_{d} E_{d a}^{-} & B_{d} E_{d a}^{0} & B_{d} E_{d a}^{+} & B_{d} E_{b d} & B_{d} E_{d c} & A_{d d}
\end{array}\right]:=B_{0} C_{2,0}+\widetilde{A}
$$

$$
B=\left[\begin{array}{ccc}
B_{0 a}^{-} & 0 & 0  \tag{173}\\
B_{0 a}^{0} & 0 & 0 \\
B_{0 a}^{+} & 0 & 0 \\
B_{0 b} & 0 & 0 \\
B_{0 c} & 0 & B_{c} \\
B_{0 d} & B_{d} & 0
\end{array}\right], \quad B_{0}=\left[\begin{array}{c}
B_{0 a}^{-} \\
B_{0 a}^{0} \\
B_{0 a}^{+} \\
B_{0 b} \\
B_{0 c} \\
B_{0 d}
\end{array}\right]
$$

and

$$
\begin{align*}
C_{2} & =\left[\begin{array}{cccccc}
C_{0 a}^{-} & C_{0 a}^{0} & C_{0 a}^{+} & C_{0 b} & C_{0 c} & C_{0 d} \\
0 & 0 & 0 & 0 & 0 & C_{d} \\
0 & 0 & 0 & C_{b} & 0 & 0
\end{array}\right], \\
C_{2,0} & =\left[\begin{array}{cccccc}
C_{0 a}^{-} & C_{0 a}^{0} & C_{0 a}^{+} & C_{0 b} & C_{0 c} & C_{0 d}
\end{array}\right] \tag{174}
\end{align*}
$$

$$
D_{2}=\left[\begin{array}{ccc}
I & 0 & 0  \tag{175}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad S^{+}\left(\Sigma_{P}\right)=\operatorname{Im}\left\{\left[\begin{array}{cccc}
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I
\end{array}\right]\right\}
$$

It is simple to note that Condition 3 of Theorem 2 implies that

$$
E=\left[\begin{array}{c}
E_{a}^{-}  \tag{176}\\
E_{a}^{0} \\
0 \\
0 \\
E_{c} \\
E_{d}
\end{array}\right]
$$

Next, for any $\zeta \in \nu_{\lambda_{0}}\left(\Sigma_{\mathrm{Q}}\right)$ with $\lambda_{0} \in \mathbb{C}^{0}$, we partition $\zeta$ as follows:

$$
\zeta=\left(\begin{array}{l}
\zeta_{l}  \tag{177}\\
\zeta_{l}^{0} \\
\zeta_{l} \\
\zeta_{b} \\
\zeta^{4} \\
\zeta_{l}
\end{array}\right)
$$

Then, Condition 4 of Theorem 2 implies that $C_{2} \zeta=0$, or equivalently

$$
\begin{equation*}
C_{2,0} \zeta=0, \quad C_{b} \zeta_{\zeta}=0 \quad \text { and } \quad C_{d} \zeta_{l}=0 \tag{178}
\end{equation*}
$$

By Definition 3, we have

$$
\left[\begin{array}{cc}
A-\lambda_{0} I & E  \tag{179}\\
C_{1} & D_{1}
\end{array}\right]\binom{\zeta}{\eta}=0
$$

for some appropriate vector $\eta$. Clearly, equations (179) and (176) imply that

$$
\left(A-\lambda_{0} I\right) \zeta=-E \eta=\left(\begin{array}{c}
\star  \tag{180}\\
\star \\
0 \\
0 \\
\star \\
\star
\end{array}\right)
$$

where the $\star$ are some vectors of little interest. Note that equation (178) implies $\left(A-\lambda_{0} I\right) \zeta=\left(B_{0} C_{2,0}+\tilde{A}-\lambda_{0} I\right) \zeta=\left(\tilde{A}-\lambda_{0} I\right) \zeta$

$$
=\left[\begin{array}{c}
\star  \tag{181}\\
\star \\
\left(A_{a a}^{+}-\lambda_{0} I\right) \zeta_{l}^{+}+L_{a b}^{+} C_{b} \zeta_{b}+L_{a d}^{+} C_{d} \zeta_{d} \\
\left(A_{b b}-\lambda_{0} I\right) \zeta_{b}+L_{b d} C_{d} \zeta_{d} \\
\star \\
\star
\end{array}\right]=\left[\begin{array}{c}
\star \\
\star \\
\left(A_{a a}^{+}-\lambda_{0} I\right) \zeta_{d}^{+} \\
\left(A_{b b}-\lambda_{0} I\right) \zeta_{b} \\
\star \\
\star
\end{array}\right]
$$

and equations (180) and (181) imply that

$$
\begin{equation*}
\left(A_{a a}^{+}-\lambda_{0} I\right) \zeta_{g l}^{+}=0 \quad \text { and } \quad\left(A_{b b}-\lambda_{0} I\right) \zeta_{b}=0 \tag{182}
\end{equation*}
$$

Since $A_{a a}^{+}$has all its eigenvalues in $\mathbb{C}^{+},\left(A_{a a}^{+}-\lambda_{0} I\right) \zeta_{g}^{+}=0$ implies that $\zeta_{g}^{+}=0$. Similarly, since $\left(A_{b b}, C_{b}\right)$ is completely observable, $\left(A_{b b}-\lambda_{0} I\right) \zeta_{b}=0$ and $C_{b} \zeta_{b}=0$ imply $\zeta_{3}=0$. Thus, $\zeta$ has the following property:

$$
\zeta=\left(\begin{array}{c}
\zeta_{l}  \tag{183}\\
\zeta_{l} \\
0 \\
0 \\
\zeta_{g} \\
\zeta_{l}
\end{array}\right) \in S^{+}\left(\Sigma_{\mathrm{P}}\right)
$$

Obviously, equation (183) together with Condition 5 of Theorem 2 imply

$$
\begin{equation*}
S^{+}\left(\Sigma_{\mathrm{P}}\right) \supset \mathcal{V}^{+}\left(\Sigma_{\mathrm{Q}}\right) \cup\left\{\cup_{\lambda_{0} \in \mathbb{C}^{0}} \nu_{\lambda_{0}}\left(\Sigma_{\mathrm{Q}}\right)\right\} \tag{184}
\end{equation*}
$$

Next, it is straightforward to verify that $A-s I$ can be partitioned as

$$
\begin{equation*}
A-s I=X_{1}+X_{2} C_{2}+X_{3}+X_{4} \tag{185}
\end{equation*}
$$

where

$$
X_{1}:=\left[\begin{array}{cccccc}
A_{a a}^{-}-s I & 0 & 0 & L_{a b}^{-} C_{b} & 0 & L_{a d}^{-} C_{d} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
B_{c} E_{c a}^{-} & B_{c} E_{c a}^{0} & B_{c} E_{c a}^{0} & L_{c b} C_{b} & A_{c c}-s I & L_{c d} C_{d} \\
B_{d} E_{d a}^{-} & B_{d} E_{d d}^{0} & B_{d} E_{d a}^{+} & B_{d} E_{d b} & B_{d} E_{d c} & A_{d d}-s I
\end{array}\right]
$$

$$
X_{2}=\left[\begin{array}{ccc}
B_{0 a}^{-} & 0 & 0  \tag{187}\\
B_{0 a}^{0} & L_{a d}^{0} & L_{a b}^{0} \\
B_{0 a}^{+} & L_{a d}^{+} & L_{a b}^{+} \\
B_{0 b} & L_{b d} & 0 \\
B_{0 c} & 0 & 0 \\
B_{0 d} & 0 & 0
\end{array}\right], \quad X_{3}=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & A_{a a}^{+}-s I & 0 & 0 & 0 \\
0 & 0 & 0 & A_{b b}-s I & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

and

$$
X_{4}=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0  \tag{188}\\
0 & A_{a a}^{0}-s I & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

It is simple to see that

$$
\begin{equation*}
\operatorname{Im}\left(X_{1}\right) \subset s^{+}\left(\Sigma_{p}\right) \cap\left\{\cap_{\lambda_{0} \in \mathbb{C}^{0} S_{\lambda_{0}}}\left(\Sigma_{\mathrm{p}}\right)\right\} \tag{189}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Ker}\left(X_{3}\right) \supset s^{+}\left(\Sigma_{\mathrm{P}}\right) \supset \nu^{+}\left(\Sigma_{\mathrm{Q}}\right) \cup\left\{\cup_{\lambda_{0} \in \mathbb{C}^{0}} \nu_{\lambda_{0}}\left(\Sigma_{Q}\right)\right\} \tag{190}
\end{equation*}
$$

It follows from the proof of Theorem 3 that as $\varepsilon \rightarrow 0$

$$
\begin{equation*}
\left\|\left[C_{2}+D_{2} F_{\mathrm{P}}(\varepsilon)\right]\left[s I-A-B F_{\mathrm{P}}(\varepsilon)\right]^{-1}\right\|_{\infty}<\kappa_{\mathrm{P}} \tag{191}
\end{equation*}
$$

where $\kappa_{\mathrm{P}}$ is a finite positive constant and is independent of $\varepsilon$. Moreover, under Condition 3 of Theorem 2, we have

$$
\begin{equation*}
\left[C_{2}+D_{2} F_{\mathrm{P}}(\varepsilon)\right]\left[s I-A-V F_{\mathrm{P}}(\varepsilon)\right]^{-1} E \rightarrow 0 \tag{192}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[C_{2}+D_{2} F_{\mathrm{P}}(\varepsilon)\right]\left[s I-A-B F_{\mathrm{P}}(\varepsilon)\right]^{-1} X_{1} \rightarrow 0 \tag{193}
\end{equation*}
$$

pointwise in $s$ as $\varepsilon \rightarrow 0$. By equation (171), we have

$$
\begin{equation*}
\left[C_{2}+D_{2} F_{\mathrm{P}}(\varepsilon)\right]\left[s I-A-B F_{\mathrm{P}}(\varepsilon)\right]^{-1} X_{4} \rightarrow 0 \tag{194}
\end{equation*}
$$

pointwise in $s$ as $\varepsilon \rightarrow 0$. Dually, one can show that

$$
\begin{equation*}
\left\|\left[s I-A-K_{\mathrm{Q}}(\varepsilon) C_{1}\right]^{-1}\left[E+K_{\mathrm{Q}}(\varepsilon) D_{1}\right]\right\|_{\infty}<\kappa_{\mathrm{Q}} \tag{195}
\end{equation*}
$$

where $\kappa_{\mathrm{Q}}$ is a finite positive constant and is independent of $\varepsilon$. If Condition 4 of Theorem 2 is satisfied, the following results hold:

$$
\begin{equation*}
C_{2}\left[s I-A-K_{\mathrm{Q}}(\varepsilon) C_{1}\right]^{-1}\left[E+K_{\mathrm{Q}}(\varepsilon) D_{1}\right] \rightarrow 0 \tag{196}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{3}\left[s I-A-K_{\mathrm{Q}}(\varepsilon) C_{1}\right]^{-1}\left[E+K_{\mathrm{Q}}(\varepsilon) D_{1}\right] \rightarrow 0 \tag{197}
\end{equation*}
$$

pointwise is $s$ as $\varepsilon \rightarrow 0$.
Finally, it is simple to verify that the closed-loop transfer matrix from the disturbance $w$ to the controlled output $z$ under the full-order output feedback controller in equation (67) is given by

$$
\begin{aligned}
T_{z w}(s, \varepsilon)= & {\left[C_{2}+D_{2} F_{\mathrm{P}}(\varepsilon)\right]\left[s I-A-B F_{\mathrm{P}}(\varepsilon)\right]^{-1} E } \\
& +C_{2}\left[s I-A-K_{\mathrm{Q}}(\varepsilon) C_{1}\right]^{-1}\left[E+K_{\mathrm{Q}}(\varepsilon) D_{1}\right]+\left[C_{2}+D_{2} F_{\mathrm{P}}(\varepsilon)\right] \\
& \times\left[s I-A-B F_{\mathrm{P}}(\varepsilon)\right]^{-1}(A-s I)\left[s I-A-K_{\mathrm{Q}}(\varepsilon) C_{1}\right]^{-1}\left[E+K_{\mathrm{Q}}(\varepsilon) D_{1}\right]
\end{aligned}
$$

Using equation (185), we can re-write $T_{z w}(s, \varepsilon)$ as

$$
\begin{aligned}
T_{z w}(s, \varepsilon)= & {\left[C_{2}+D_{2} F_{\mathrm{P}}(\varepsilon)\right]\left[s I-A-B F_{\mathrm{P}}(\varepsilon)\right]^{-1} E } \\
& +C_{2}\left[s I-A-K_{\mathrm{Q}}(\varepsilon) C_{1}\right]^{-1}\left[E+K_{\mathrm{Q}}(\varepsilon) D_{1}\right] \\
& +\left[C_{2}+D_{2} F_{\mathrm{P}}(\varepsilon)\right]\left[s I-A-B F_{\mathrm{P}}(\varepsilon)\right]^{-1}\left(X_{1}+X_{2} C_{2}+X_{3}+X_{4}\right) \\
& \times\left[s I-A-K_{\mathrm{Q}}(\varepsilon) C_{1}\right]^{-1}\left[E+K_{\mathrm{Q}}(\varepsilon) D_{1}\right]
\end{aligned}
$$

Following equations (191)-(197), and with some simple manipulations, it is straightforward to show that as $\varepsilon \rightarrow 0, T_{z w}(s, \varepsilon) \rightarrow 0$, pointwise in $s$, which is equivalent to $\left\|T_{z v}\right\|_{\infty} \rightarrow 0$ as $\varepsilon \rightarrow 0$. Hence, the full-order output feedback controller in equation (67) solves the $H_{\infty}$-ADDPMS for the plant given in equation (1), provided that all five conditions of Theorem 2 are satisfied.

## Appendix C. Proof of Theorem 5

Again, it is trivial to show the stability of the closed-loop system comprising the plant given in equation (1) and the reduced-order output feedback controller in equation (76) as the closed-loop poles are given by $\lambda\left\{A+B F_{\mathrm{P}}(\varepsilon)\right\}$ and $\lambda\left\{A_{\mathrm{R}}+K_{\mathrm{R}}(\varepsilon) C_{\mathrm{R}}\right\}$, which are asymptotically stable for sufficiently small $\varepsilon$. Next, it is easy to compute the closed-loop transfer matrix from the disturbance $w$ to the controlled output $z$ under the reduced-order output feedback controller

$$
\begin{aligned}
T_{s w}(s, \varepsilon)= & C_{2}\binom{0}{I_{n-k}}\left[s I-A_{\mathrm{R}}-K_{\mathrm{R}}(\varepsilon) C_{\mathrm{R}}\right]^{-1}\left[E_{\mathrm{R}}+K_{\mathrm{R}}(\varepsilon) D_{\mathrm{R}}\right] \\
& +\left[C_{2}+D_{2} F_{\mathrm{P}}(\varepsilon)\right]\left[s I-A-B F_{\mathrm{P}}(\varepsilon)\right]^{-1}(A-s I)\binom{0}{I_{n-k}} \\
& \times\left[s I-A_{\mathrm{R}}-K_{\mathrm{R}}(\varepsilon) C_{\mathrm{R}}\right]^{-1}\left[E_{\mathrm{R}}+K_{\mathrm{R}}(\varepsilon) D_{\mathrm{R}}\right] \\
& +\left[C_{2}+D_{2} F_{\mathrm{P}}(\varepsilon)\right]\left[s I-A-B F_{\mathrm{P}}(\varepsilon)\right]^{-1} E
\end{aligned}
$$

It was shown in Chen (1991) that

$$
\begin{equation*}
\binom{0}{I_{n-k}} \nu^{+}\left(\Sigma_{\mathrm{QR}}\right)=\nu^{+}\left(\Sigma_{\mathrm{Q}}\right) \tag{198}
\end{equation*}
$$

Following the same lines of reasoning as in Chen (1991), one can also show that

$$
\begin{equation*}
\binom{0}{I_{n-k}} \cup_{\lambda_{0} \in \mathbb{C}^{0}} \nu_{\lambda_{0}}\left(\Sigma_{\mathrm{QR}}\right)=\cup_{\lambda_{0} \in \mathbb{C}^{0}} \nu_{\lambda_{0}}\left(\Sigma_{\mathrm{Q}}\right) \tag{199}
\end{equation*}
$$

Hence, we have

$$
\begin{equation*}
\binom{0}{I_{n-k}}\left(\nu^{+}\left(\Sigma_{\mathrm{QR}}\right) \cup\left\{\cup_{\lambda_{0} \in \mathbb{C}^{0} \nu_{\lambda_{0}}}\left(\Sigma_{\mathrm{QR}}\right)\right\}\right)=\nu^{+}\left(\Sigma_{\mathrm{Q}}\right) \cup\left\{\cup_{\lambda_{0} \in \mathbb{C}^{0}} \nu_{\lambda_{0}}\left(\Sigma_{\mathrm{Q}}\right)\right\} \tag{200}
\end{equation*}
$$

The rest of the proof follows on the same lines as in Theorem 4.
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