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Conventional add-on feedback filters that are designed to compensate for midfrequency (mid- f) repeatable runout (RRO) in a hard
disk drive (HDD) servo system either have a long filter transient or constitute a large sensitivity hump as well as poor stability margins.
This paper presents a novel linear time-varying (LTV) group filtering scheme for the compensation of a few mid- f RRO harmonics.
While having a short filter transient that ensures fast disturbance attenuation, the proposed filter does not constitute to any substantial
unnecessary sensitivity function gain amplification at the steady state. Simulation and implementation results show the effectiveness of

this group filtering scheme.

Index Terms—Hard disk drive (HDD), linear time-varying systems, mechatronics, repeatable runout (RRQO), servo systems.

I. INTRODUCTION

NSIDE hard disk drives (HDDs), the eccentricity of the
I servo tracks introduces written-in repeatable runout (RRO),
which is periodic and synchronized with the rotation of the disk
platters. They are typically of known frequencies (generally in-
teger multiples of the frequency of the spindle operating speed),
but of uncertain phases and magnitudes. Another main source
of RRO comes from the spindle motor. As RRO inside a HDD
servo system can greatly degrade the HDD servo performance
and thus can constitute to a lower achievable track density, the
effect of RRO must be attenuated. Further, with the continuous
demand for a faster data transfer rate, future HDD servo system
shall not only attenuate the effect of RRO substantially, but also
shortly.

As the effect of RRO can be readily shown as [1],

PESRRO (t) = dRRO (t) * S(t) (1)

where PESgrRro () represents the repeatable runout that appears
in the position error signal (PES), s(t) is the impulse response of
the sensitivity transfer function, S(s), and drro(t) stands for
the repeatable disturbances. It is more difficult to compensate
the impact of the midfrequency (mid-f) RRO that is located
closely to servo bandwidth on HDD servo performance than
the low-frequency (low- f) RRO as the sensitivity gain, |S(s)|,
at the lower frequency can be significantly and easily reduced
by using any classical linear control techniques. Hence, in this
paper, we focus on the development a novel RRO attenuation
scheme that is capable of compensating the effect of mid- f RRO
substantially and quickly.

Over these years, several control feedback methods [2]-[5],
[24] that are based on the internal-model-principle (IMP) [6]
have been proposed to compensate the effect of RRO. From
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the frequency domain point-of-view, these methods typically in-
corporate add-on RRO compensator to deliberately insert lowly
damped open loop poles at the RRO frequencies so as to create
deep gain notches in S(s) at the RRO frequencies. And to en-
sure a fast error attenuation convergence, these compensator
gains have to be large such that the resultant closed loop tran-
sient characteristics of the S(s) are not dominated by the lowly
damped poles of the filters. Consequently, if any of those gain
notches are placed at the mid-f region, i.e. close to the servo
bandwidth, the width of those gain notches are usually too wide
such that, under the constraints imposed by the Bode’s integral
theorem [7] and Bode’s gain-phase relationship [7], they consti-
tute a huge sensitivity hump that will lead to the amplification
of disturbances at higher frequencies as well as poor stability
margins at the steady state. On the other hand, [9] and [10] pro-
pose to use, respectively, the adaptive feedforward cancellation
(AFC) method [11] and its modified version [10] to reject the
effect of the RRO by injecting an adaptive feedforward signal.
Accordingly, the error rejection convergence rate of the AFC
scheme and its modified version are controlled by their adap-
tation gains. However, it is noted that the AFC system and the
modified AFC system have an IMP equivalent and having large
adaptation gains will also mean wide gain notches in S(s) at the
RRO frequencies.

In this paper, we propose a new linear time-varying (LTV)
add-on RRO compensator made of a group filter to compensate
for the effect of mid-f RROs. By varying the dampings and the
gains of the group filter appropriately with time, our proposed
RRO compensator can have a short transient that ensures a fast
error convergence as well as little distortion to the basic servo
performance achieved by the main feedback loop so as to avoid
unnecessary disturbance amplification at higher frequencies and
degradation of the stability margins at the steady state.

The outline of this paper is as follows. Section II presents
our proposed LTV add-on group filter for mid-f RRO compen-
sation with a fast error convergence rate while preserving the
basic servo performance as well as the stability margins of the
main feedback loop at the steady state. The design method of
our proposed LTV add-on group filter is detailed in Section III.
In Section IV, we will apply our proposed mid- f RRO compen-
sation scheme to HDD servo systems. Both simulation results as

0018-9464/$25.00 © 2008 IEEE

Authorized licensed use limited to: National University of Singapore. Downloaded on February 13, 2009 at 02:58 from |IEEE Xplore. Restrictions apply.



4770

d = dppo + drro

Fig. 1. Open loop block diagram of a typical HDD servo loop precompensated
with a main servo compensator.

well as implementation results are presented to see how our pro-
posed scheme fare against the conventional IMP based control
scheme in both transient and steady state. Further tests to ex-
amine various other aspect of the effectiveness of our proposed
method are conducted too. Lastly, we draw some concluding re-
marks in Section V.

II. DESIGN OF LINEAR TIME-VARYING GROUP FILTER

In this section, we present LTV group filter for mid- f RROs
compensation with parallel structure added onto the main feed-
back loop that is designed to provide basic servo stability and
performance.

A block diagram representation of a typical HDD actuator
system with disturbance injected and pre-compensated with the
main servo compensator, C'(s), for basic servo performance and
good stability in open loop is shown in Fig. 1. P(s) repre-
sents the transfer function of the voice coil motor (VCM) ac-
tuator plant, which is basically made up of a double integrator
with multiple resonances. z is the true PES whereas y repre-
sents the measured PES. dyrro represents the equivalent ef-
fect of all nonrepeatable runout (NRRO) disturbances, typically,
torque disturbances, nonrepeatable disk and slider motions at
the output channel. dgro denotes the equivalent effect of all
RRO disturbances. n is measurement noise. Given that (AP,
BeP, C°P, DP) is the matrix quadruple of C P(s) = C(s)P(s),
itis easily to derive from Fig. 1 that this system can be described
with an equivalent continuous-time linear time-invariant (LTT)
state-space representation X, which is given by

&P (t) = AzP(t) + Biw(t) + Bau(t) (2)
’lj(t) = Cll‘c (t) + Dllw(t) + Dlgu(t) (3)
Z(t) = OQLECP(t) + Dglw(t) + DQQU(t) @

with
A=A? By =0,By=B? C; =C?% Dy =[10]
Dyg =D, Cy = CP, Dyy = [11], Doy = D?

?

where x(t), u(t), y(t) and z(¢) are, respectively, the states of
the pre-compensated plant, C'P(s), control input, measurement
output and controlled output, w(t) = [d n)’. Without loss of
generality, D’ = 0.

A. Group Filter Structure: Parallel Realization

For designing convenience, the proposed LTV group filter,
F}, is added onto the main feedback loop via parallel realization,
as shown in Fig. 2. It has been shown that by adopting such a
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d = dpgo + dygro

Fig. 2. Block diagram of the proposed LTV group filter, F;, added onto the
main feedback loop via parallel realization.

filter structure, we can easily decouple the control design for the
main servo compensator, C(s), and the proposed F} into two
separate stages [12]. The basic servo stability and performance
is provided by the main feedback loop. By an abuse of notation,
the resultant sensitivity function, S(s) is given by

S(S) = So(s) . SF (5)
where
S = L 6
o(s) = HTP(S) (6)
1
SF:1+T0(3)-Ft M

with Ty (s) being the complementary sensitivity transfer func-
tion of the main feedback loop, which is given by

CP(s)

To() = T3 PGy

(®)
Motivated by [12], in order to preserve the good stability mar-
gins of the main feedback loop as well as to achieve a smooth
resultant sensitivity function curve, we propose the following
LTV group filter, which is made up of n 2-order LTV subfilters
and given by

F, =Y F ©)
i=1

and state-space representation of the ith filter F is given by

#l(t) = Azl (t) + Ble(t) (10)
ul(t) =Clal(t) + Dfe(t) (11)
where
f 0 1 o 0
A= | w2 —2wz’<i(t):| Bl = {1]

cf =K;(t) [w? sin(y;)
DI = — K;(t)sin(p;)

wicos(p;)  + 2w; sin(pi)Gi(t)]

where w; is the 7th mid- f RRO frequency, ¢; is the phase angle
determined by

;i = arg [To(jw;)] € (—m, 7. (12)

¢i(t) and K;(t) represent, respectively, the time-varying
damping ratio and the time-varying positive filter gain of F}.
For (;(t):

D G(t) €
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if) 0 < ¢ < (1) < ¢ < 1V
i) 0 < |Gi(t1) — Ci(t2)] < MS(t — t9)Vis,to for some
Mf > 0and ty < to.
And for K;(t):
1) Ki(t) € R
i) 0 < KPn < K;(t) < KmaX v,
iii) 0 < |K;(t1) — Ki(t2)] < ME(t1 — t2)Vt1,t2 for some
MZK > 0and t; < t9.
Consequently, the resultant state-space representation of Fy
is naturally given by

(13)
(14)

where
Af :dmg{A{,Ag,...,Aﬁ},
B[},

Cf:row{C{7Cg,...,C£}, D/ =YDl
1=1

Bf:col{B{,Bg,...,

The matrix quadruple of the open loop system is given by
(Ao, Bot, Cor, Doy) where

A Bergd
Ay = [ B } 1)
!
B, = [(1+Df)’B°P’ Bf'] (16)
Cou=[C? D?CY], Dyy=D?DI +1). (17

The state representation of the resultant closed loop system
can be expressed as

TP x°P
(57) = 2(%7)
where Acl = (Aol — BolCal)~

For simplicity of presentation, in the rest of this section we
drop away ¢ in K;(t) and (;(t), and let K (¢) and ((¢) represent,
respectively, the set of K; and (;, Vi.

Next, in order to prove the stability of the whole closed loop
system, A.; is separated into two parts, namely, the time-in-
variant part, A%, and the time-varying part, Ax (K (t),((t))
arising from the time-varying parameters of F}. Suppose that
(AcP, B°P, C°P, D°P) is in controllable cannonical form with
B® =000 --- 1]'. A. can then be expressed as

Acl = Agl + AA (K(t)7 C(t))

(18)

19)

where

o |V 0]
Acl_|:Y Z:|7

V = AP — c0l{0,0,...,0,C?},
Y =col{0,—C,0,—-C*?,...,0,—C}

. 0 1 0 1
Z—dzag{[_w% 0}7...,[_101'2 0},...,

oz o)
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and
A (K(1),((t) = Aar + Aac + Aake (20)
with
[0 0
1% 0
AAK: ce Q |: OK W2:|7
L0 0 K
[0 o]0 o
e A1 )
[0 0
0 0
Aage= 10 U [ }
e [0 0 0 Wi

where Q, R, U, W}(, WIZ( W¢ and Wi are given by

—Q =row {sin(p1)w}, w; cos(e1), ...,
sin(;)w?, w; cos(v;), . . .,

sin(pn w2, wn cos(¢n) }

. 0 0 0 0
—R—dzag{[o 211)1] ,...,[0 2w2} ey

[0 av.]}

—U =row {0, 2w, sin(y1), . . ., 0, 2w; sin(p;)

P

0, 2w, sin(en)},

Wik =— <Z K; sin(gai)) I,
=1
WI%’ :d’l;ag{Kl,K17---,Ki7Ki,---,Kn,Kn}7

WC :dzag{cl'/O? A '7Ci707' A 7<’I’L70}7
WK( :diag{O,KlCl, N 707Ki<’i7 .. -707KnCn}-

Note that since K (t) and ((¢) are made up of bounded scalar
functions

[Aa (K@), ()] < h, ¥t

where h is some bounded positive constant.

Theorem 1: Given that Ax(K(t),((t)) — AX ast — oo,
where A is some time-invariant constant matrix, if A% + A%
is asymptotically stable, then the origin of (18) is exponentially
stable.

The following lemma is used to prove Theorem 1. Its proof is
given in Lemma 2.2 in [13].

Lemma 1: Let A, be an asymptotically stable matrix and
ftzo |B:(t)]| < by < oo for some positive constant b,. Then
the origin of

2n

& =[A; + B.(t)]z, Vto. (22)
is exponentially stable.
Proof of Theorem 1: (19) can be rewritten as
Ag = A%+ AX + Ax (K(1),C(1) — A, (23)
Let
Ap = AL+ AT, Bu(t) = Aa (K(1).((1) - AX. (24)
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Considering (21) and Ax(K,() — AX ast — oo, it be-
comes obvious that || B, (t)|| < ¢ for some positive constant g
and || B, (t)|| — 0 as t — co. Consequently, there exists a posi-
tive b, < oo such that f:}o || Bz (t)]] < b,. According to Lemma
1, the proof can be completed.

Remark 1: From Theorem 1, the stability of the resultant
time-varying closed loop system is essentially dependent on
the asymptotic stability of the time-invariant matrix A% + A%.
Thus, given that the closed loop system at steady state has suffi-
cient stability robustness against bounded and acceptable plant
variations, the robust stability of the time-varying closed loop
system will be guaranteed.

III. SELECTION OF FILTER PARAMETERS

The design of the LTV group filter for RRO compensation
is done by means of appropriate designing of its subfilters, F}.
Prior to the design of F}, we assume that the main servo com-
pensator, C(s), has been properly designed to achieve basic
servo stability and performance.

Here, we are interested in the speed of attenuation for any
mid-f RRO with a center frequency of w;, RRO;. Generally,
the transient time of any harmonic, ¢, inside a LTI closed loop
system is dominantly determined by the pair of closed loop
poles that is located closest to the harmonic frequency, which
is given by [14]

4.6

Cpwp

(25)

'S

where (;, and w,, stands for the damping ratio and center fre-
quency of the closest pair of closed loop poles, respectively. In
our case, without loss of generality, w, = w;. And using the
well-known @Q-factor rule [15] that identifies the strong associ-
ation between the —3 dB bandwidth, Aw, of any gain notch in
the frequency domain that centers at w), and the damping ratio
(p of the pair of poles centering at w,,, which is given by

Aw = (w, (26)
we can easily approximate the required —3 dB bandwidth of the
resultant sensitivity gain notch at w; for any desired value of ¢,
which in turn, decides the transient time or the speed of RRO
attenuation for RRO;. Since the —3 dB bandwidth of the re-
quired sensitivity gain notch at w; can be approximated by the
3 dB bandwidth of the i-th sub-filter, F Z that is dominantly con-
trolled by the filter gain, which in our case, the value of K;(¢),
it becomes apparent that by adjusting K;(¢), we can decide the
effective closed loop damping ratio, i.e., (;,, and so, the speed of
RRO attenuation at any time .

Our control strategy is as follows. Initially, when the effect of
RRO; is large, the 3 dB bandwidth of th shall be large, which
consequently ensures a wide sensitivity gain notch at w; and
also a large (,, and thus, a high speed RRO; attenuation. This
implies K;(t) should be large initially. As time passes by, the
effect of RRO; is reduced exponentially. So to avoid distortion
to the basic servo performance as well as good stability mar-
gins achieved by the main servo compensator, C (), during the

IEEE TRANSACTIONS ON MAGNETICS, VOL. 44, NO. 12, DECEMBER 2008

steady state, the —3 dB bandwidth of the resultant sensitivity
gain notch at w; should be small, meaning a small K;(t) as
t — oo.

Let the required extra amount of attenuation at w; pro-
vided by the ith subfilter during steady state be given by
|S'J‘}( desireay(Jwi)|- Then from (7), the steady state value of
|F?(jw;)| can be designed and given by

|F* (jw;)

= [[Stesmentio] = 1] matiwr . @n
During the transient state of the RRO; attenuation, as the
value K;(t) is varying, (;(t) should be varying accordingly to
ensure that the value of |F} (jw;)|, which is important to mag-
nitude of RRO; attenuation, is appropriate.
Assuming K;(t) = ¢ and (;(¢t) = r, where ¢ and r are posi-
tive constant. The Laplace transform of F! is given by

th'(s) _ 8 [w; cos(pi) — Sin(%’)s]_

28
$2 4 2rw;s + w? (28)

By letting s = juw, from (28), the relationship between ¢, r and

|F} (jw;)| is derived and given by
r:0.5|F’4’(jwi)|_1 q. (29)

Thus, assuming | F} (jw;)|, Vt is a constant, the initial value and

final value of ¢;(¢) and K;(¢) can be designed based on the fol-
lowing two relationships:

-1 0
K7
-1 KOO

K2

() =0.5|F (jw,)
(7° =0.5|F (jw;)

(30)
€19

When K;(t) reduces too rapidly so as to quickly reduce the
effective width of the gain notch, the speed of RRO; attenu-
ation also deteoriates quickly. And it is noted that in order to
avoid a rapid deterioration in the speed of RRO; attenuation as
K;(t) reduces exponentially, it helps by either slowing the re-
duction rate of K;(t) or designing the effective |S% (jw;)| to be
appropriately lower than |S}(desmd)( jw;)| during the transient
state. As a result, in order to achieve excellent attenuation per-
formance during the transient state, (;(¢) and K;(¢) should be
designed such that

-1

(M <G <05 |F (jw)| ™ Ki(t) < ¢ V. (32)
In this paper, ¢;(¢) and K;(t) are selected as
K;(t) = K° + (K — K;°) exp(—fit) (33)

and

Gi(t) = ¢ + (¢! = ¢°) exp(—it) — ¢ exp (=it — ai)

(34)
where (3;, v;, \; and o; are positive scalar tuning parameters that
determine how fast K (t) and ¢;(¢) approaches their steady state
values, which in turns decides how fast the notch widths of the
group filter shrink while maintaining an excellent attenuation
performance during the transient state and avoiding unnecessary
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disturbance amplification at higher frequencies and degradation
of stability margins at the steady state.

To this end, the recommended procedure of selecting the de-

sign parameters for F} is summarized as follows:

For K;(t),

1) Based on the desired transient time of RRO; attenuation,
ts, from (25), compute the approximate value of (.

2) Calculate Aw from (26).

3) From (28), let (;(t) 0, select an initial value
for K;(t), i.e., K?, st the 3 dB bandwidth of the
Fi()| ke, (1)= K0 ¢, (1)=0 18 slightly larger than the value of
Aw, which was found in Step 2.

4) Select a steady state value of K,(t), i.e., K{°, where
0 < K® < K? and the 3 dB bandwidth of the
Fi(t) |k, (4)= K ¢i(t)=0 is much smaller s.t. the distor-
tions of the frequency properties of closed loop system in
the steady state, namely, the size of the sensitivity hump
and the open loop stability margins, which are caused by
Ft’i, are well acceptable.

5) Finally, design an appropriate value for (3; in (33).

Remark 2: In the above Step 3, the initial value for K;(¢) is

designed for any desired Aw from (28). Since the 3 dB band-
width of F} is dominantly determined by the value of K;(t),
at this stage we will temporarily let (;(¢) = 0 for convenience
sake.

For ¢;(1),

1) Based on the desired magnitude of RRO, attenuation,
|S% (desireay(Jwi)|, from (27), compute the value of
|[F* (jwi)].

2) With the selected value of Kio and K?°, using (30) and
(31), calculate ¢? and ¢5°.

3) Finally, design appropriate values for 7;, A; and o; of
(34) s.t. RRO attenuation transient settling time for RRO;
meets t,.

IV. APPLICATION TO A HDD SERVO SYSTEM

We proceed to design a mid- f RRO compensator for a hard
disk drive using the above time-varying group filtering method.
Simulation and implementation results will be given and com-
pared with those of conventional LTI add-on filters.

A. Identification of the VCM Actuator Plant Model

Through experimental measurement, the frequency response
of the actual VCM actuator was obtained with the output in mi-
crometer and the input in voltage (V) and is shown in Fig. 3.
A 12-order model obtained using the standard least square es-
timation method [19] is used to approximate the actual VCM
actuator and given by

5

I k)

i=

2.18 x 108
52 4+ 1131s + 3.948 x 105

P(s) = (35)

with the five main resonance modes, P{™(s), P3™(s), Py™(s),
Pi™(s) and Pf™(s), given by

097525 +490.25 4 6.16 x 10°

Prln — 36
() $2 +992.75 + 6.16 x 10° (36)
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Fig. 3. Frequency response of the VCM actuator (LDV range 2 pm/V).

_0.562552 — 16405 + 7.47 x 10°

Pl‘m — 37

2" (5) s2 + 10935 + 7.47 x 10° 37

0.9191s2 + 698.7s + 1.328 x 10°

Prm — 38
3" (5) 52 + 583.15 + 1.328 x 109 (38)

0.02641s% — 1327s + 1.668 x 10?

Prm — 39
4" (5) 2 + 16345 + 1.668 x 10° (39)
. 8.883 x 10°
5 (8) (40)

T 52 + 56555 + 8.883 x 109"

B. Main Servo Compensator Design

As mentioned earlier in Section 11, the task of the main servo
compensator, C(s), is to ensure basic servo stability of the main
feedback loop as well as to achieve necessary disturbance and
noise rejection capability. Thus, ignoring the effect of mid-f
RRO, designers may consider to design C(s) in a way such
that the effect of other disturbances and measurement noises is
effectively attenuated to achieve high precision track-following
performance. Any controller designing methods based on the
advanced Hs [16], [17] or H., optimal control theory [19], [20],
or even mixed Hy/H, [21], [22] are highly recommended. In
this paper, as we focus on the time-varying group filtering design
for RROs compensation, C(s) is designed as a classical PID-
type controller combined with notch filters, i.e,

C(s) = Cpr-read(s)Cny(s) @1
with
$+3302 s+ 6.283
C —Leaad = 6!'9 5 42
Pi-read(s) = 69 —— o Tes 42
and
$2 + 19135 + 7.470 x 108

$%2 4 2.733 x 10*s + 7.470 x 108

where Cpr_reqd is aPI-Lead controller and C,, ¢ is anotch filter
designed to gain-stabilize the first two resonance modes located
at 3.95 kHz and 4.35 kHz.
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TABLE I
DESIGN SPECIFICATIONS

700 Hz 2 kHz
1. Transient settling time (ms) <4 <2
2. Extra attenuation (dB) >17 =14

C. Design of the LTV Group Filter for Mid-f RRO
Compensation

To evaluate the effectiveness of the proposed technique, we
first assume that we have to attenuate two mid-f RROs that
center at 700 Hz and 2 kHz. And the design specifications for
the LTV group filter are tabulated in Table I.

Based on the given specifications, obviously,

wy = 27700 rad/s, wg = 272000 rad/s. (44)

With the given desired settling time, using (25) and (26), the
desired initial —3 dB bandwidths of the sub-filters 1 and 2 for
RROs at 700 Hz and 2 kHz, are supposed to be greater than 184
Hz and 367 Hz, respectively. As a result, the initial values for
K (t) and K5(t) are chosen as

K) =0.5and KY =0.3. (45)

To ensure a low sensitivity hump as well as good stability
margins during the steady state, K7° and K35° are designed to
be 0.15 and 0.06, such that K;* < K ,9 , Vi. This would greatly
reduce the notch widths of the proposed group filter so as to re-
duce the amplification of sensitivity hump as well as the degra-
dation of the good stability margins of the resultant feedback
loop at the steady state.

Consequently, to ensure attenuation factors at respective RRO
frequencies as specified at the steady state, from (27), we design

|F'(jwy)| = |F?(jws)| = 15 dB. (46)
Following (30) and (31), ¢, (£°, (3, (5° are respectively given
by 0.0445, 0.0133, 0.0267 and 0.0053.

The parameters of the final group filter in the form of (9) with

n = 2 are then given by

w1 =27700 rad/s, 1 = —37.0 deg, 47)
K1(t) = 0.15 + 0.35 exp(— i), 48)
C1(t) =0.0133 + 0.0312 exp(—1t)
—0.0133exp (=it — 01])., 49)
we = 271000 rad/s; @y = —109.4 deg, (50)
Ks(t) =0.06 + 0.24 exp(—fat), (51)
(2(t) =0.0053 + 0.0214 exp(—at)
00053 exp (< Aalt — 02]) (52)
and
B1 = P2 = 231,71 = 72 = 400, (53)
AL =X = 105,01 = o9 = 0.005. (54)
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Fig. 4. Maps of eigenvalues of A%, + A. ‘X’: Nominal plant; ‘o’: Reaso-
nances variations: — 10% frequency and damping shift; ‘+’: Reasonances vari-
ations: 4 10% frequency and damping shift.

D. Stability Analysis

Maps of eigenvalues of Agl + AY for nominal plant and per-
turbed plants are shown in Fig. 4, where we can see that all
the eigenvalues are located on the left-half plane. Hence, from
Theorem 1, the designed LTV closed loop system is exponen-
tially stable. Its stability is robust against £10% variations in
the damping and frequency of the plant resonances.

E. Simulation and Implementation Results

Prior to experiments, Matlab simulations are conducted to
verify the effectiveness and performance of the proposed LTV
group filtering for the RRO compensation. All controllers are
discretized using the bilinear rule, except for the notch filter,
C..(s), which is discretized using the matched pole-zero rule,
at a sampling frequency of 40 kHz. After that, experiments are
conducted on a dissected HDD that is placed on a vibration
free platform and its R/W head displacement is being measured
with a scanning vibrometer. Controllers are implemented using
a dSpace DSP installed on a desktop PC.

To compare the transient and steady state performances of the
LTV feedback filtering scheme to those of the conventional LTI
feedback filtering, two LTI group filters given by

FLTI1(3) - Ft|t=0- (55)

and

Frrra(s) < Fili=co- (56)

are investigated.

Simulations based on Fig. 2 are carried out. In the sim-
ulations, 700 Hz and 2 kHz sinusoidal disturbances of any
randomly picked phase angle with the amplitude of 0.4 and
0.1 pm are separately injected into the closed loop. The time
traces of the respective controlled outputs using the proposed
time-varying F}, the conventional time-invariant Frrri(z)
and Frrro(z), are shown in Fig. 5 and 6. It is seen that using
either F} or Frrr1(z) will meet the RRO attenuation transient

Authorized licensed use limited to: National University of Singapore. Downloaded on February 13, 2009 at 02:58 from |IEEE Xplore. Restrictions apply.



THUM et al.: MIDFREQUENCY RUNOUT COMPENSATION IN HARD DISK DRIVES

06 T T T

T T T
—— Proposed LTV method, |
05} -e- Conventional LTI method, F, ., (z) B
= = Conventional LTI method, F,  (z)
v win additional ARO compensation 4

04r

Controlled output, y (um)

Time (ms)

Fig. 5. Simulated disturbance responses at 700 Hz. Approx. transient settling
time, Fy: 3ms; Frrr1(2): 2.5 ms; Frr2(2): 6.5 ms.
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Fig. 6. Simulated disturbance responses at 2 kHz. Approx. transient settling
time, Fy: 1.8 ms; Frrri(z): 1.5 ms; Frrra(2): 6.5 ms.
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Fig. 7. Simulated combined disturbance responses at, respectively, 2 kHz
and 700 Hz. Approx. transient settling time, F;: 3 ms; Fpr7q(2): 2.5 ms;
Frrir2(2): 6.5 ms.

specifications, while Frr2(z) will cause much slower settling.
When both 700 Hz and 2 kHz sinusoidal disturbances are
injected simultaneously, Fig. 7 shows that with F; a similar
settling time to that in Fig. 5 is observed.
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Fig. 8. Simulated sensitivity function magnitudes with respective RRO com-
pensation scheme at the steady state. Note: The notch widths with F, are
equally wide as those with .1 ;1(~) and their sensitivity function humps
are equally sized at t = 0.
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Fig. 9. Simulated open loop frequency response with respective RRO compen-
sation scheme at the steady state.

The resultant sensitivity functions and the open loop fre-
quency responses with respective methods are shown in Fig. 8
and 9. It is noted that while having a comparable good tran-
sient performance with the conventional Fr,7r1(2), during the
steady state the proposed F; does not display any significant
degradation of the sensitivity function at higher frequencies,
as seen in Fig. 8, which corresponds to a smaller amplification
of high frequency disturbances. The proposed method has also
managed to attain significantly higher stability margins during
the steady state, and thus indicates better stability robustness as
shown in Fig. 9.

During the experiments, the 700 Hz and the 2 kHz sinusoidal
disturbances were separately injected into the closed loop.
Similar to the simulation results, we saw that the transient
responses of RRO attenuation using the proposed scheme,
which are shown in Fig. 10 and 11, were very similar to those
using the conventional Frrrq(z). The disturbance responses
when both 700 Hz and 2 kHz sinusoidal disturbances are
injected simultaneously is shown in Fig. 12. On the other
hand, as seen in the simulation results previously, the measured
transient responses of RRO attenuation were significantly more
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Fig. 10. Proposed LTV method, F;: Measured disturbance responses at 700
Hz. Chl: LDV-measurement (2 pm/V), y, Ch2: VCM-driver input, . Approx.
transient settling time: 3 ms.
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Fig. 11. Proposed LTV method, F;: Measured disturbance responses at 2 kHz.
Chl: LDV-measurement (2 pm/V), y, Ch2: VCM-driver input, «. Approx.
transient settling time: 1.5 ms.
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Fig. 12. Proposed LTV method, F;: Measured disturbance responses at 700
and 2 kHz. Ch4: LDV-measurement (2 gm/ V), y, Ch3: VCM-driver input, u.
Approx. transient settling time: 3 ms.

oscillatory and took much longer times to settle down (133%
longer for 700 Hz and 300% longer for 2 kHz), when using the
conventional Frrr2(z), as shown in Fig. 13 and 14.

The measured sensitivity functions and the open loop bode
plots are shown in Fig. 15 and 16. As displayed in Fig. 15, com-
pared with the conventional Fr7rq(2) which can achieve the
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G
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Fig. 13. Conventional LTI method, Fpr 12(2): Measured disturbance re-
sponses at 700 Hz. Ch1: LDV-measurement (2 gm/V), y, Ch2: VCM-driver
input, «. Approx. transient settling time: 7 ms.

1 T
1 ms I
50mY ::

A

f\
AR

NAAARARAARRARERE

T

Fig. 14. Conventional LTI method, Frrs2(z): Measured disturbance re-
sponses at 2 kHz. Chl: LDV-measurement (2 gm/V), y, Ch2: VCM-driver
input, «. Approx. transient settling time: 6 ms.

transient RRO attenuation specifications, the proposed F}; con-
stitutes to a significantly smaller increase in the size of the sensi-
tivity hump in the steady state. Choosing to use the proposed F}
over the conventional Frr1(z) also helps to preserve the good
stability margins achieved by the main servo compensator, as
shown in Fig. 16. The details are tabulated in Table II.

Remark 3: In the above application results, a 20 dB attenu-
ation is achieved for 700 Hz RRO and a 10 dB attenuation is
attained for 2 kHz RRO. A further attenuation, say 80 dB, can
also be achieved by using the proposed method for 700 Hz RRO,
seen in Fig. 17. The simulated disturbance responses is shown
in Fig. 18. The corresponding implementation result is shown
in Fig. 19. Such a high attenuation requires ¢;(¢) in (34) to op-
erate within very small range close to zero, thus K;(t) in (33)
becomes only available tuning parameter to achieve a fast tran-
sient settling time and a low sensitivity function hump at the
steady state. §; in K;(t) has to be reduced a lot, leading to a
slower convergence of K;(t) and resulting in a slower reduc-
tion of sensitivity function hump to its steady state height. As
for 2 kHz RRO which frequency is higher than the system band-
width, a higher attenuation up to 80 dB is possible theoretically.
However, in practical application, such a high peak threatens the
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Fig. 15. Measured sensitivity functions with respective compensation scheme
at the steady state.
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Fig. 16. Measured open loop frequency responses with respective compensa-
tion scheme at the steady state (LDV range 2 um/V).

TABLE 11
COMPARISON OF STABILITY MARGINS AT STEADY STATE
Min. Gain | Min. Phase | Open-loop
Control Scheme margin margin Bandwidth
(dB) (deg.) (kHz)
w/o addltlona! RRO 10.0 45 L15
compensation
Proposed LTV, F.&
conventional LTI Fyqi 8.0 40 .
Conventional LTI Fypg, 5.0 30 1.32

stability of the whole system under modeling error and uncer-
tainties [3], [23].

Remark 4: According to the approximation of ¢ in (25), the
transient settling time is disproportionate to the damping and
the frequency. This is why it is difficult to achieve a shorter
settling time for 700 Hz and 2 kHz RRO compensations than
those in Fig. 5 and 6. However, with a higher RRO frequency,
it is possible to have a shorter settling time. Thus a filter for
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Fig. 17. Simulated sensitivity functions with respective compensation scheme
at the steady state.
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Fig. 18. Simulated disturbance responses of 0.4 pn at 700 Hz. Approx. tran-
sient settling time, F;: 3 ms; Frrri(z): 2.5 ms; Frrr2(2): 6.5 ms.
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Fig. 19. Proposed LTV method, F;: Measured disturbance responses of 0.4

g at 700 Hz. Ch4: LDV-measurement (2 pm/V), y, Ch3: VCM-driver input,
. Approx. transient settling time: 3 ms.

3 kHz RRO compensation, FE’, is designed with the following
parameters

ws = 273000 rad/s; @3 = —148.4 deg
K;5(t) =0.06 4 0.44 exp(—[33t)
C3(t) = 0.0075 + 0.0553 exp(—st)

(57)
(58)
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Fig.20. Simulated disturbance responses of 0.1 yum at 3 kHz. Approx. transient
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Fig. 21. Simulated sensitivity functions with respective RRO compensation

scheme at the steady state. Note: F;, = F? + F.

—0.0075 exp (—As|t — o3])
(3 =200, 73 = 300, A3 = 300, o3 = 0.002.

(59)
(60)

It turns out that a shorter settling time of 0.9 ms is achieved for
3 kHz RRO compensation, as observed in Fig. 20 and 22, and
the corresponding sensitivity function is shown in Fig. 21.

Remark 5: For the RRO harmonic that is near the open-loop
gain crossover frequency of the main feedback loop, say 1 kHz,
the parameters of the time-varying filter, F}}, are designed as
follows.

wy = 271000 rad/s; @4 = —58.4 deg (61)

K4(t) =0.15 + 0.35 exp(—fat) (62)
Ca(t) =0.00133 + 0.0311 exp(—~at)

— 0.0133 exp (=t — 0a) (63)

Bs =231, va = 400, Ay = 105, o4 = 0.003. (64)

The simulated disturbance response at 1 kHz is shown in Fig. 23,
with the sensitivity function plotted in Fig. 21.
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Fig. 22. Proposed LTV method, F}: Measured disturbance responses of 0.1
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Fig.23. Simulated disturbance responses of 0.4 y1m at 1 kHz. Approx. transient
settling time, Fy: 2.3 ms; Frrr1(2):2ms; Frrr2(2): 4 ms. Note: Fy, = F? +
Fr

V. CONCLUSION

In this paper, a novel LTV group filtering method for a few
mid- f RRO compensation has been proposed. By varying the
filter gains and damping ratios exponentially with time, the pro-
posed LTV method has shown that it can achieve good transient
disturbance attenuation performance without compromising the
good steady state performance as well as stability robustness.
Such a result is not theoretically achievable when using any of
the conventional LTI methods. Simulation and experimental re-
sults have verified the effectiveness of the proposed method in
compensation for two mid- f RRO harmonics, and the compar-
ison with the conventional LTT methods has also been made to
demonstrate the benefits of the proposed LTV group filtering
method. Various other aspects of the effectiveness of our pro-
posed method have been examined too.
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