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Development of a vision-based ground target

detection and tracking system for a small

unmanned helicopter
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Department of Electrical & Computer Engineering, National University of Singapore, 117576, Singapore

It is undoubted that the latest trend in the unmanned aerial vehicles (UAVs) community is towards vision-
based unmanned small-scale helicopter, utilizing the maneuvering capabilities of the helicopter and the
rich information of visual sensors, in order to arrive at a versatile platform for a variety of applications
such as navigation, surveillance, tracking, etc. In this paper, we present the development of a vision-
based ground target detection and tracking system for a small UAV helicopter. More specifically, we
propose a real-time vision algorithm, based on moment invariants and two-stage pattern recognition,
to achieve automatic ground target detection. In the proposed algorithm, the key geometry features
of the target are extracted to detect and identify the target. Simultaneously, a Kalman filter is used to
estimate and predict the position of the target, referred to as dynamic features, based on its motion
model. These dynamic features are then combined with geometry features to identify the target in the
second-stage of pattern recognition, when geometry features of the target change significantly due to
noise and disturbance in the environment. Once the target is identified, an automatic control scheme is
utilized to control the pan/tilt visual mechanism mounted on the helicopter such that the identified target
is to be tracked at the center of the captured images. Experimental results based on images captured
by the small-scale unmanned helicopter, SheLion, in actual flight tests demonstrate the effectiveness
and robustness of the overall system.

target tracking, unmanned aerial vehicle, image processing, pattern recognition, Kalman filtering

1 Introduction

Unmanned aerial vehicles (UAVs) have recently
aroused much interest in the civil and indus-
trial markets, ranging from industrial surveil-
lance, agriculture, to wildlife conservation[1−4].
Particularly, thanks to its vertical take-off-and-
landing, hovering and maneuvering capabilities,

the unmanned helicopter has received much atten-
tion in the defense and security community[5−9].
More specifically, unmanned helicopters equipped
with powerful visual sensors begin to perform a
wide range of tasks, such as vision-aided flight
control[10,11], tracking[12], terrain mapping[13], and
navigation[14,15].
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An important commonality among the various
applications of vision on UAVs is vision-based de-
tection and tracking of objects or features. Indeed,
many works on the latter have already been re-
ported (see, for example, ref. [16]). Target de-
tection can be considered as a pattern recognition
problem. A straightforward approach is to identify
the appearance, color and shape signatures of an
object captured in image by comparing it with tem-
plates in a large library that includes all potential
views of the target or its components, in different
sizes and orientations[12,17]. However, they involve
repeated evaluation of image correlations and are
therefore computationally costly. Another track-
ing approach, called active contour-based tracking,
which tracks objects by representing their outlines
as contours, and updating these contours dynam-
ically in successive frames via some optimization
routine. It is computationally simple, thus allow-
ing efficient implementation in real-time[18]. How-
ever, this approach is limited by its sensitivity to
the initialization, which make it difficult to auto-
matically detect and track objects[16].

An increasingly popular approach for automatic
detection and tracking is the feature-based ap-
proach. This involves the segmentation of the ob-
ject based on its texture, color and appearance, and
the extraction of object features by some high-level
abstraction, yielding certain descriptors of the ob-
ject referred to as static features. However, pure
static feature detection may fail to detect mov-
ing targets as a result of significant variations in
the static features caused by nonlinear changes of
shapes of the target, noise, distortion, change of
lighting condition, and occlusion in the captured
images. To overcome the drawback of the static
features, an effective combination of detection and
motion tracking is needed. Tracking typically in-
volves mathematical tools such as the Kalman fil-
ter and Bayesian network (see, for example, refs.
[16,19–21]), to provide the behavior or motion of
the targets, referred to as dynamic features. While
the motion filters provide target-position predic-
tion to aid the detection, the predicted position
may cause the target detection algorithm to be-
come trapped into locking onto objects which are

close to the predicted position.
Hence, to realize robust target tracking in com-

plex environment, it is necessary to fuse multiple
features, including static and dynamic features of
a target, under a systematic framework[22]. In this
present work, we propose a detection and track-
ing algorithm in which feature extraction and pat-
tern recognition are based on moment invariants,
and a motion model is used to enhance tracking of
the maneuvering target. Moment invariant method
has the significant advantages of simple calculation
and invariance under translation, rotation and scal-
ing of the object in images, caused by the move-
ments of the UAV and a target, first introduced by
Hu[12]. However, the original formulation incurs
high computation costs. In ref. [24], Chen and
Tsai presented improved moment invariants, which
were computed along the boundary of a shape and
greatly reduced the computation costs.

We present in this work the development of a
vision-based ground target detection and tracking
system, which is installed onboard a small UAV he-
licopter. We propose a two-stage pattern recogni-
tion technique incorporating an improved moment
invariant method to automatically detect ground
targets of interest from images captured through
the camera mounted on the helicopter. In the pro-
posed approach, the key geometry features of the
target are extracted to detect and identify the tar-
get, and a Kalman filter is used to estimate and
predict the position of the target, referred to as dy-
namic features. These dynamic features are then
combined with geometry features to identify the
target in the second-stage of pattern recognition,
when geometry features of the target change sig-
nificantly due to noise and disturbance in the en-
vironment. An automatic tracking control scheme
is introduced to control the pan/tilt visual mecha-
nism mounted on the helicopter such that the iden-
tified target is to be tracked at the center of the
captured images. Experimental results based on
images captured by the small-scale unmanned he-
licopter, SheLion, in actual flight tests demonstrate
the effectiveness and robustness of the overall sys-
tem.

The remainder of this paper is organized as fol-
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lows: Section 2 describes the configuration of the
small-scale unmanned helicopter, SheLion. Section
3 details the vision detection algorithm and motion
model. Section 4 describes the target tracking con-
trol scheme based on the vision detection. Section
5 shows experiment results in both off-line test and
actual flight test. Finally, we draw some conclud-
ing remarks in section 6.

2 Brief description of the UAV helicopter
platform

The overview of a vision-capable unmanned heli-
copter, named SheLion, is shown in Figure 1. In
this section, we briefly describe the construction of
SheLion and its essential components.

The unmanned helicopter, SheLion, consists of
three main parts: i) A radio-controlled helicopter,
fully equipped for manual operation; ii) an onboard
system consisting of navigation and GPS sensors,
a wireless modem, a computer for communication,
control and data logging, a computer for image
processing, and a power supply unit; and iii) a
ground station for a user interface and high-level
commands, as well as telemetry. Figure 2 shows

the overall layout of SheLion. Note that the major
components of the onboard system and the ground
station of SheLion are similar to a previously re-
ported platform, HeLion[25]. In what follows, we
shall focus on the new feature of the vehicle, i.e.,
the image-processing unit.

The onboard image-processing unit is designed
to capture images, to detect objects from the im-
ages captured, to estimate the relative position, an-
gle and velocity between the unmanned helicopter
and the moving ground target, and finally to send
feedback signals to flight control for in-flight track-
ing of the identified target. In order to achieve
these tasks, we construct an image-processing unit
with a CMOS camera, a laser pointer, a pan/tilt
servo mechanism, a frame grabber and a CPU
board for image processing.

Camera and Laser Pointer. To provide a
visual evidence of the tracking performance, we
assemble a CMOS camera and a laser pointer in
parallel and mount them onto a customer-made
pan/tilt servo mechanism. The entire assembly is
mounted under the fuselage. The pan/tilt servo
mechanism consists of two radio control (RC) ser-

Figure 1 Overview of a vision-capable unmanned helicopter system.
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Figure 2 SheLion: a vision-capable unmanned helicopter.

vos, which control the visual sensor for horizon-
tal and vertical rotation respectively. As such, the
camera-laser-pointer assembly exhibits two rota-
tional degrees of freedom relative to ground.

Frame Grabber. As we have selected a cam-
era with analog output, a frame grabber is installed
onboard to convert the output to digital video sig-
nal, and save the converted signal onto the system
memory for image processing.

Computer for Image Processing. The
computer chosen for this purpose is the Cool Road-
Runner III, which is an all-in-one CPU module
with specifications similar to those of the PC/104-
Plus. The core of the board is a 933 MHz In-
tel LV Pentium-III processor. We employ such
a computer to process the images obtained from
the frame grabber, using the image detection tech-
nique discussed in the next section. Once a target
is identified, this computer will send the necessary
information to the flight-control computer, which

coordinates the overall mission for in-flight ground-
target tracking.

3 Real-time vision detection

As mentioned earlier, a vision detection algorithm
based on moment invariants and motion modeling
is proposed for SheLion. However, pure moment
invariants-based detection may fail to detect mov-
ing targets as a result of significant variations in
the moment invariants caused by nonlinear changes
of shapes of the target, noise, distortion, and oc-
clusion in the captured images. While the mo-
tion model provides target-position prediction to
aid the detection, the predicted position may cause
the vision detection algorithm to become trapped
into locking onto objects which are close to the
predicted position. In order to check the valid-
ity of the motion-model output, a Chi-square test
is employed to determine whether the targets are
maneuvering. The result of the Chi-square test
enables or disables a second-stage pattern recogni-
tion that uses the position information and other
specified parameters to re-detect the targets. This
structure of vision detection is referred to as the
two-stage pattern recognition, as shown in Figure
3.

In this section, we describe main modules in the
proposed vision detection algorithm: i) image pro-
cessing; ii) geometry feature extraction; iii) two-
stage pattern recognition; iv) motion model; and
lastly, v) switching mechanism.

Figure 3 Two-stage pattern recognition structure.
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3.1 Image processing

The image-processing module consists of several
functions: the median-filter function, the thresh-
olding function and the object segmentation.

Median Filter. A 3 × 3 median filter is em-
ployed in our image-processing algorithm to elimi-
nate, as much as possible, noises in the images such
as speckle noise, and salt and pepper noise. Fig-
ures 4 and 5 show an original image captured by
the onboard frame grabber and that generated by
the median filter, respectively.

Figure 4 Original image captured by the grabber.

Figure 5 Image generated by the median filter.

Thresholding. The function of the threshold-
ing module is to convert the filtered, gray image
into a binary image. Until now we still use a fixed
value to threshold all images. An adaptive thresh-
olding algorithm will be developed in the future.
For illustration, we show in Figure 6 the output
obtained by passing the image in Figure 5 through
the thresholding module.

3.2 Object segmentation

After thresholding, several objects may remain in
the image. The purpose of object segmentation
is to separate all objects in the image from the
background. A contour tracking-based algorithm
is employed for object segmentation. The purpose
of contour tracking is to obtain complete, one pixel-
thick boundaries from the black and white image.
With this object segmentation, we are able to sepa-
rate the objects from the background. The output
image by object segmentation of Figure 6 is shown
in Figure 7.

Figure 6 Output image of the thresholding module.

Figure 7 Output image of the object segmentation module.

3.3 Geometry feature extraction

Generally speaking, we are concerned only with the
shape of the ground target. In order to have a
generalized method capable in detecting targets of
arbitrary shapes, we make full use of the geomet-
ric information of the target shape, which includes
such quantities as perimeter, area, and moments.
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Once the geometric information is captured, we
then construct a set of descriptors that are invari-
ant under rotation, translation and scaling. In this
work, we choose two descriptors: 1) compactness,
and 2) moment invariants.

Compactness. Compactness of a shape is
measured by the ratio of the square root of the
area and the perimeter (in ref. [21] a slightly dif-
ferent definition was given), and is a useful feature
for recognition. It can be easily proven that com-
pactness is invariant with respect to translation,
scaling and rotation. We use an increment method
to calculate area and perimeter in contour track-
ing, thus reducing computation time.

Moment Invariants. Moment invariants are
widely used in image processing, such as pattern
recognition, image coding and orientation estima-
tion. In ref. [23], Hu defined the continuous two-
dimensional (p, q)-th order moments of a density
distribution function ρ(x, y) as

mpq =
∫ ∞

0

∫ ∞

0

xpyqρ(x, y)dxdy, (1)

where ρ(x, y) is assumed to be a piecewise continu-
ous and bounded function, and has nonzero values
only in the finite portion of the XY plane. It can
then be proven that the moments of all orders exist
and are unique. In particular, we have the follow-
ing so-called uniqueness theorem[23].

Theorem 3.1. The double moment sequence
{mpq} is uniquely determined by ρ(x, y); and, con-
versely, ρ(x, y) is uniquely determined by {mpq}.

The central moments were defined by Hu as

μpq =
∫ ∞

0

∫ ∞

0

(x − x̄)p(y − ȳ)qρ(x, y)dxdy, (2)

where x̄ = m10/m00 and ȳ = m01/m00. It can be
easily proven that central moments are invariant to
translation. However, they are variant with respect
to scaling. In ref. [23], Hu defined normalized cen-
tral moments, which are invariant with respect to
scaling, as follows:

ηpq =
μpq

μγ
00

, (3)

where γ = (p + q)/2 + 1, p + q = 2, 3, . . . These
normalized central moments are invariant with re-
spect to translation and scaling, but variant with

respect to rotation. From the normalized central
moments, Hu further constructed a set of moment
invariants that are invariant to translation, scaling,
and rotation[23]. The four lowest moment invari-
ants are given by

φ1 = η20 + η02, (4)

φ2 = (η20 − η02)2 + 4η2
11, (5)

φ3 = (η30 − 3η12)2 + (η03 − 3η21)2, (6)

φ4 = (η30 + η12)2 + (η03 + η21)2. (7)

While these moment invariants may be used to
identify a given shape, their calculation requires
every pixel value in the interior and on the bound-
ary of the shape. Thus, the computational cost in-
creases dramatically with an increasing object size.

To reduce the cost of moment computation, in
ref. [24], Chen and Tsai presented a new set of mo-
ments that only uses the pixels on the boundary of
a shape. These moments are given by

mc
pq =

∫
C

xpyqρ(x, y)ds, p, q = 0, 1, 2, . . . , (8)

where C is the boundary curve of the shape,
∫

C
is

a line integral along C, and ds =
√

(dx)2 + (dy)2.
Since ρ = 1 on the boundary and ρ = 0 elsewhere,
eq. (8) can be simplified as

mc
pq =

∫
C

xpyqds, p, q = 0, 1, 2, . . . (9)

Next, Chen and Tsai defined the new central mo-
ments and new normalized central moments as

μc
pq =

∫
C

(x − x̄)p(y − ȳ)qds, p, q = 0, 1, . . . ,

ηc
pq =

μc
pq

(μc
00)p+q+1

, (10)

where

x̄ =
mc

10

mc
00

, ȳ =
mc

01

mc
00

and

μc
00 =

∫
C

ds = |C| = length of curve C.

It was shown in ref. [24] that, substituting into eqs.
(4)–(7) the new normalized central moments in eq.
(10) instead of eq. (3), the resulting moment in-
variants are also invariant to translation, rotation
and scaling.
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The formulation of Chen and Tsai can signifi-
cantly reduce the moment computation cost. How-
ever, we have found that the normalization factor
μc

00 in eq. (10) is very sensitive to noise. Actually,
μc

00 is the length of the boundary curve, compared
to which the area of the object is less sensitive to
noise, i.e., the variance of the area is smaller than
that of the length of the boundary. Hence, we pro-
pose a variant of Chen and Tsai’s formulation by
using the area of the object as the normalization
factor. We thus define the improved normalized
central moments as

ηm
pq =

μc
pq

A(p+q+1)/2
, (11)

where A is the interior area of the object, for
p + q = 2, 3, . . . In Appendices A and B, we adopt
the similar lines of reasoning as in ref. [24] to show
that the moment invariants φi in eqs. (4)–(7), cal-
culated by using ηm

pq as normalization factor, are
indeed invariant to translation, scaling and rota-
tion.

As an example, we calculate the moment invari-
ant φ1 of a target, captured repeatedly in actual
flight, using the normalized central moments in
eqs. (10) and (11), respectively. The test results
are shown in Figure 8, from which we can see that

the distribution of φ1 calculated using ηm
pq is nar-

rower than that calculated using ηc
pq. The statisti-

cal parameters of these two distributions, namely
the mean value and standard deviation, are shown
in Table 1.
Table 1 Comparison between two normalization methods

Normalize Normalize

by μ00 by area

Mean value 0.01627 1.6763

Standard deviation 0.002119 0.14028
Standard deviation

Mean value
13.7598% 8.3682%

3.4 Pattern recognition

After feature extraction, we need to choose the tar-
get from the objects of interest based on the ex-
tracted features: compactness and moment invari-
ants φi. We use the Bayesian classifier to decide the
target. Bayesian classifier is an efficient probabilis-
tic classifier based on Bayes’s formula, as described
below.

Pre-filter. The purpose of the pre-filter is to
improve the robustness of the target recognition
and speed up the calculation. This pre-filter re-
moves the objects whose feature values are outside
certain regions determined by a priori knowledge.

Figure 8 (a) Distribution of φ1 calculated using ηc
pq as normalization factor; (b) Distribution of φ1 calculated using ηm

pq .
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Discriminant Function. The discriminant
function is used to estimate the probability of each
object being the target, given the feature values
of the object and known distributions of the fea-
ture values of the target. Hence, the discriminant
function is derived from Bayes’ theorem as

P (ωj|α) =
p(α|ωj)P (ωj)

p(α)
,

where ωj: a discrete class j, j = 1, 2, . . . , n. In our
project, we define two classes: a target class and an
alternative class; α = (α1, α2, . . . , αd)T: a continu-
ous feature vector in d-dimensional, which includes
a set of continuous feature variables; P (ωj): the a
priori probability, which is the probability that the
target class be present; P (ωj|α): the a posteriori
probability, which is the probability that α be as-
signed to class ωj; p(α|ωj): the class-conditional
probability density function of the features, given
the target class j, which is denoted in low case and
represents a function of continuous variable; p(α):
a probability density function for the continuous
feature variables.

Actually, the purpose of eq. (12) is to decide the
a posteriori probability P (ωj|α) based on the a pri-
ori probability P (ωj) and measured feature values
of α. Since, given α, the denominator p(α) of eq.
(12) does not depend on the classes, it is therefore
constant and can be viewed as a scale factor. Thus,
we ignore p(α) and only consider the numerator of
eq. (12), and define Bayesian discriminant function
and the Baysian classifier as

fj(α) = P (ωj|α) = p(α|ωj)P (ωj), (13)

h(α) = arg max
j

p(α|ωj)P (ωj). (14)

In our work, we define two classes. The first
one is the target class, whereas the second class
includes all the objects on the image except the
target, called the alternative class. The purpose of
the classifier in eq. (14) is to assign the objects to
the class corresponding to the largest value of the
discriminant function in eq. (13). However, our
purpose is, given a set of objects in the image with
feature values (α1, α2, . . . , αi, . . .), to find the ob-
ject that is most likely to be the target, assuming
that there is a target in the image. This means
that we are to choose the object with the largest

f1(αi). Thus, we modify slightly Bayesian discrim-
inant function and classifier for our application as

f1(αi) = P (ω1|αi) = p(αi|ω1)P (ω1), (15)

h(α1, α2, . . . , αi, . . . ) = arg max
i

p(αi|ω1)P (ω1),(16)

where αi is the feature vector of object i. In other
words, the function of the classifier is to assign the
target class to the object with the largest value of
Bayesian discriminant function in eq. (15).

Estimation of the Classifier Parameters.
We proceed to estimate the parameters used in
Bayesian classifier. The Bayesian classifier in eq.
(16) needs to know the distribution of class ω1:
P (ω1) and the conditional probability density func-
tion of features with the given class ω1: p(α|ω1),
where P (ω1) is the probability of class ω1. From
the frequency analysis of the training data, we can
approximately estimate the value of P (ω1). How-
ever we can find that in the classifier (16), P (ω1)
is a fixed value and can be viewed as a factor. So
we can set it as a constant value or ignore it.

We use 7 features: compactness, φ1, φ2, φ3, φ4,
˜̄x, and ˜̄y, for the classifier to identify the target.
The first five features are geometry features of the
target referred to as static features. The last two
features, ˜̄x, and ˜̄y, are the horizontal and vertical
distances between the center of an object and pre-
dicted position of the target in the image, which
are calculated from images and estimated using
the motion model respectively, referred to as dy-
namic features. The detailed definition of the dy-
namic feature: ˜̄x and ˜̄y, will be presented in sub-
section 3.6. In the first-stage classifier, we employ
first five geometry features, and in the second-stage
classifier, we employ the total seven features. Fur-
thermore, to simplify the discriminant function, we
assume that these features are independent, and
the probability densities of compactness, φ1, φ2, ˜̄x,
and ˜̄y are approximately normal distributions, and
φ3 and φ4 are Chi-square distributed. We use the
maximum likelihood method to obtain the distri-
butions of the features of the target from the train-
ing data captured in the flight. The values are
shown in Table 2.

Simplified Discriminant Function. Actu-
ally, based on the assumption of distribution of
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p(α|ωj), we take logarithm of the discriminate
function in eq. (15), and ignore the constant fac-
tors. Thus we can obtain the simplified discrimi-
nant function and classifier for the first-stage pat-
tern recognition given by

f ∗
1 (αi)=

(
αi

1

σ1

)2

+
(

αi
2

σ2

)2

+
(

αi
3

σ3

)2

+αi
4+αi

5, (17)

h∗(α1, α2, . . . , αi, . . . ) = arg min
i

f ∗
1 (αi), (18)

where αi
1, . . . , α

i
d are the feature values of object i,

and σ1, σ2, σ3 are standard deviations of the corre-
sponding features.
Table 2 Distributions of features of the target

feature distribution

compactness N(0.19326, 0.0139472)

φ1 N(1.4267, 0.125822)

φ2 N(0.1485, 0.132682)

φ3 χ2
2, (after normalization)

φ4 χ2
2, (after normalization)

˜̄x N(0, 7.92)

˜̄y N(0, 7.12)

Discriminant Function Weightings. In-
deed, it is unreasonable to assume that all the
features are equally important for the target de-
tection. It was observed in the experiment that
some features were relatively sensitive to the dis-
turbances, such as distortion of shape, noise in the
image and calculation error, while others were not.
According to our experience, we thus assign dif-
ferent weightings to the features in the simplified
discriminant function, which is defined as

f ′
1(α

i) =
(

αi
1

σ1

)2

w1 +
(

αi
2

σ2

)2

w2 +
(

αi
3

σ3

)2

w3

+ αi
4w4 + αi

5w5 (19)

and

h′(α1, α2, . . . , αi, . . . ) = arg min
i

f ′
1(α

i), (20)

where w1, . . . , w5 are the weightings of the corre-
sponding features.

3.5 Decision making

After pre-filtering, if there are objects in the im-
age, their discriminant function values are calcu-
lated using eq. (19). In terms of these values, a
special scheme is defined to identify the target from

these objects in the image, as described below.

D =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

target = h′(α1, α2, . . . , αi, . . . ),

if mini f ′
1(α

i) < Γ,

no target in the image,

if mini f ′
1(α

i) � Γ,

where Γ is a thresholding value to be chosen. The
scheme above chooses the object, say i, with the
smallest value of the simplified discriminant func-
tion as the candidate target. If f ′

1(αi) < Γ, then
the scheme decides that object i is the target. Oth-
erwise, the scheme indicates that there is no target
in the current image.

3.6 Motion estimation

It is well-known that the motion of a point mass
in the two-dimensional plane can be defined by its
two-dimensional position and velocity vector. Let
x = [x̄, ˙̄x, ȳ, ˙̄y]T be the state vector of the cen-
troid of the tracked target in the Cartesian coor-
dinate system. Non-maneuvering motion of the
target is defined by it having zero acceleration:
[¨̄x, ¨̄y]T = [0, 0]T. Strictly speaking, the motion
of the intended ground targets may be maneuver-
ing with unknown input. Nevertheless, we assume
the standard 4th order non-maneuvering motion
model by setting the acceleration as [¨̄x, ¨̄y]T = w(t),
where w(t) is a white noise process[26]. The result-
ing continuous-time model is

ẋ = Ax + Bw,

z = Cx + v,

where v(t) is white Gaussian measurement noise,
and

A =

⎡
⎢⎢⎢⎢⎣

0 1 0 0

0 0 0 0

0 0 0 1

0 0 0 0

⎤
⎥⎥⎥⎥⎦ , B =

⎡
⎢⎢⎢⎢⎣

0 0

1 0

0 0

0 1

⎤
⎥⎥⎥⎥⎦ ,

C =

[
1 0 0 0

0 0 1 0

]
.

Its discrete-time model can be expressed as

xk+1 = Φxk + Γwk,

zk = Hxk + vk,

where T is the processing time of the vision-based
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tracking system, and

Φ =

⎡
⎢⎢⎢⎢⎣

1 T 0 0

0 1 0 0

0 0 1 T

0 0 0 1

⎤
⎥⎥⎥⎥⎦ , Γ =

⎡
⎢⎢⎢⎢⎣

T 2/2 0

T 0

0 T 2/2

0 T

⎤
⎥⎥⎥⎥⎦ ,

H =

[
1 0 0 0

0 0 1 0

]
.

A Kalman filter can then be designed based on
the above motion model to estimate the states of
the target in the image plane. The filter consists
of the following stages:

1) Predicted state

x̂k|k−1 = Φx̂k−1.

2) Updated state estimate

x̂k = x̂k|k−1 + K(zk − Hx̂k|k−1).

The prediction of the Kalman filter provides impor-
tant information on the possible location of the tar-
get, when the target is partially occluded or chang-
ing shape. In terms of the prediction of the Kalman
filter, the dynamic feature z̃k is defined as

z̃k =

[
˜̄x
˜̄y

]
= zki − Hx̂k|k−1,

where zki is the measured locations of the object i

in the image; Hx̂k|k−1 is the predicted location of
the target using the Kalman filter.

3.7 Switching mechanism

The purpose of the switching mechanism is to ac-
tive the second-stage classifier at the moment that
the target is lost by the first-stage classifier. The
lost of the target can be attribute to the poor
match of features in the first-stage classifier due
to noise, distortion, or occlusion in the image. In
addition, an alternative reason may be the maneu-
vering motion of the target, which makes it out of
the image. Therefore, in order to know the reason
and take the special way to find target again, it is
necessary to formulate the decision making as the
following hypothesis testing problem:

H0 : The target is still in the image;

H1 : The target is not in the image

due to maneuvers.

We consider the estimation error as a random
variable, which is defined by

ε = ||Hx̂k−1 − zk−1||2Σ−1

= (Hx̂k−1 − zk−1)
′
Σ−1(H x̂k−1 − zk−1),

where Hx̂k−1 − zk−1 is assumed to be N(0,Σ)-
distributed. ε is Chi-square distributed with 2 de-
grees of freedom (x and y directions) under H0.⎧⎨

⎩
ε < λ = χ2

2(α), H0 is true,

ε � λ = χ2
2(α), H1 is true,

where 1−α is the level of confidence, which should
be sufficient high (for our project, 1−α = 99%). If
H0 is true, the Chi-square testing-based switching
declares the target is still in the image and enables
the second-stage pattern recognition.

3.8 Second-stage pattern recognition

In fact, the structure of the second-stage classifier
is similar to the first-stage classifier, albeit with
different parameters:

1) increased regions of the pre-filter to allow for
possible shape distortion of the target;

2) increased threshold value for the discriminant
function;

3) the dynamic features are used in the discrim-
inant function, which is defined as below:

f ′
1(αi) = (αi

1)
2w1 + (αi

2)
2w2 + (αi

3)
2w3 + αi

4w4

+ αi
5w5 + (αi

6)
2w6 + (αi

7)
2w7 (21)

and

h′(α1, α2, . . . , αi, . . . ) = arg min
i

f ′
1(α

i), (22)

where αi
6 = ˜̄x, and αi

7 = ˜̄y, which define the verti-
cal and horizontal distances between the center of
object i and the predicted location of the target in
images respectively;

4) a different weighting matrix, which gives
higher weightings to the dynamic features.

The purpose of the second stage classifier is to
combine dynamic features with geometry features
of the target to detect it under noise and occlusion
condition. Since the geometry features may change
significantly under such condition, it is meaning-
ful to give higher weightings to the dynamic fea-
tures.
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4 Target tracking

After detecting the target in the image, the visual
tracking control system is proposed to control the
pan/tilt servo mechanism to minimize a tracking
error function, which is also called eye-in-hand vi-
sual servoing[27,28]. Since the relative distance be-
tween the UAV and the ground target is large, if
the error function is defined in any 3D reference
coordinate frame, coarse estimation of the relative
pose between the UAV and the ground target may
cause the moving target falls out of the visual field
the visual sensor, while adjusting the pan/tilt servo
mechanism, and also affect the accuracy of the pose
reached after convergence. In our project, to make
tracking control more robust and stable, we define
a tracking error function in the visual sensor frame
called image-based visual servo control, which is
given by

e(t) = Pm − P ∗
m =

(
xm

ym

)
−
(

x∗
m

y∗
m

)
, (23)

where Pm and P ∗
m are the measured and desired

locations of the centroid of the tracked target with
respect to the image plane respectively. In our
project, we set P ∗

m = [0, 0]T, which is the center
point of the captured image.

4.1 Tracking control scheme

Once the error function is selected, a robust closed-
loop tracking control scheme can be designed as
illustrated in Figure 9. In Figure 9, L is the
kinematic relationship between the output of the
pan/tilt servo mechanism V and variation of the
coordinates of the target Pm in the image plane;
W = [φw, θw]T is the output of the kinematic in-
verse of L; U = [φu, θu]T is the output of the track-
ing controller; V = [φv, θv]T is the output of the
pan/tilt servo mechanism. As shown in Figure 9, to
achieve image-based visual servo control, we must
know the relationship between the variation of Pm

and output of the pan/tilt servo mechanism as well
as the dynamic of the pan/tilt servo mechanism.

4.2 Models of the pan/tilt servos

It can be shown that

Pm = L(V, Pm0) = MPc/(eT
3 Pc), (24)

where Pm0 is an equivalent point in the image

plane; e3 = [0, 0, 1]T; M is the camera calibra-
tion matrix. In term of the pinhole model for the
perspective projection of the visual sensor, without
loss of generality, we define M = diag{fx, fy}; Pc

is the coordinate of the centroid of the target with
respect to the camera coordinate system, which is
given by

Pc = RyRxPc0, (25)

Rx = Rφ =

⎡
⎢⎣

1 0 0

0 cos φv − sinφv

0 sin φv cos φv

⎤
⎥⎦ , (26)

Ry = Rθ =

⎡
⎢⎣

cos θv 0 sin θv

0 1 0

− sin θv 0 cos θv

⎤
⎥⎦ , (27)

where Pc0 is the coordinate of an equivalent point
in the camera coordinate system, which is corre-
sponding to the equivalent point Pm0 in the image
plane. In this paper, Pm0 is chosen as [0, 0]T, which
is the center of the image, and Pc0 = [0, 0, zc0]T is
a point on the z-axis of the camera coordinate.

Figure 9 Block diagram of the tracking control scheme.

Substituting eqs. (26) and (27) into eq. (25), we
can obtain

Pc =

⎛
⎜⎝

xc

yc

zc

⎞
⎟⎠ =

⎛
⎜⎝

sin θv cos φv

− sin φv

cos θv cos φv

⎞
⎟⎠ zc0. (28)

Thus, using eqs. (28) and (24), we can immediately
obtain the relationship between the variant of the
location of the target in the image plane and the
output of the pan/tilt servo mechanism:

Pm =

(
xm

ym

)
=

[
fx 0

0 fy

](
xc

yc

)
1
zc

=

⎛
⎜⎝

fx sin θv

cos θv−fy sin φv

cos θv cos φv

⎞
⎟⎠ . (29)
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The pan/tilt servos can be approximately con-
sidered as two decoupled servos controlling the vi-
sual sensor for horizontal and vertical rotation re-
spectively. The dynamic model of each of them
consists of a simply feedback loop and a satura-
tion part of an amplifier, which is shown in Figure
10. To identify the parameters of the model, we
inject step signals with small and big values to the
pan/tilt servos to estimate the parameters of the
linear part and saturation part respectively. The
parameters of the models of the vertical and hori-
zontal servos are given in Table 3.

Figure 10 The nonlinear model of the RC servo model.

Table 3 Estimated parameters through the system identifica-

tion approach

Parameters Tilt servo Pan servo

Kf 1.2052 0.98256

τ 0.0229 0.2277

K 38.3406 119.9939

Saturation 6.25 15.0

Time delay (ms) 120 120

Finally, we note that the kinematic inverse of L

is given by

W =

(
φw

θw

)
= L−1(e)

=

⎛
⎜⎜⎝

tan−1 xm − x∗
m

fx

tan−1 −(ym − y∗
m)fx

fy

√
f 2

x + (xm − x∗
m)2

⎞
⎟⎟⎠ .

4.3 PI control

The purpose of the design of the tracking con-
trol law is to minimize the error function given in
eq. (23) by choosing a suitable control input u(k).
Since the dynamics model of the pan/tilt servos is

relatively simple, we employ a discrete-time PI con-
troller (see, for example, ref. [29]), which is struc-
turally simple but fairly robust. It is very suitable
for our real-time application. The PI controller is
given by

u(k) = kpL
−1(e(k)) + kiTs

k∑
i=1

L−1(e(i)),

where the proportional and integral gains are cho-
sen as kp = 1 and ki = 0.75, respectively. We note
that two identical controllers are respectively used
for the pan and tilt servos.

5 Experimental results

In an off-line experiment using flight-test data, we
tested the vision detection algorithm in the detec-
tion of a radio-controlled toy car. Two sets of data
were available: the training data and the testing
data, both of which were collected in flight. The
results are summarized below and in Table 4:
• Training: The total number of training data

was 539 frames. Without the second-stage classi-
fier, the algorithm failed to detect the toy car in 88
frames out of the 539 frames. In contrast, with the
second-stage classifier, the algorithm failed to de-
tect the toy car in 27 frames out of the 539 frames.
The accuracy was therefore increased by 12.33%
during training.
• Testing: The total number of testing data was

426 frames, without the second-stage classifier, the
algorithm failed to detect the toy car in 153 frames
out of the 426 frames. In contrast, with the second-
stage classifier, the algorithm failed to detect the
toy car in 84 frames out of the 426 frames. The
accuracy was therefore increased by 16.2% during
testing.

The experimental results indicated that aided
by the second-stage classifier, the vision algorithm
could effectively re-detect the target, which was
lost by the first-stage classifier. This can be ad-
equately explained by the switching mechanism,
which intelligently chooses the suitable classifier
under different situation, and which makes sure of
detection of the correct target in the initial frames
and tracking of the target under disturbance.

The proposed vision-based tracking algorithm
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Table 4 Experimental results using training and test data

No of images No of errors Accuracy

Training data

without 2nd pattern recognition

539 88 83.67%

Training data

with 2nd pattern recognition

539 27 95.00%

Testing data

without 2nd pattern recognition

426 153 64.08%

Testing data

with 2nd pattern recognition

426 84 80.28%

Table 5 Experimental results of the visual tracking tests

Times Total frame Detected Accuracy

frames

1 219 191 87.21%

2 284 209 73.59%

3 703 538 76.53%

4 375 295 78.67%

5 676 508 75.15%

6 431 311 72.16%

7 108 91 84.26%

8 1544 1162 75.26%

9 646 529 81.89%

is implemented in the onboard system of the un-
manned helicopter, SheLion. The processing rate
of the algorithm is 16 fps. During the real flight
tests, the helicopter was manually controlled to

hover at a fixed position 10 meters above the flat
ground, and the onboard visual tracking system au-
tomatically identified and tracked the ground mov-
ing target: a toy car, which was manually con-
trolled to randomly move in the flat ground.

We performed 9 times of visual tracking tests
and the tracking results are shown in Table 5. Dur-
ing these tests, the visual tracking system can suc-
cessfully track the ground target. One example of
the tracking errors in vertical and horizontal direc-
tion is shown in Figure 11, which indicates that the
tracking error is bounded. The experimental re-
sults demonstrate the robustness and effectiveness
of the visual tracking system, which can automat-
ically identify and track the moving target in the
real flight.

Figure 11 The tracking error of θc and φc.
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6 Conclusion

We have presented in a vision-based ground target
detection and tracking system for a small UAV he-
licopter. The experimental results show that the
system is capable of automatically detecting the
ground target of interest, and effectively track the
detected target at the center of the camera screen

in spite of the movement of the ground target and
the UAV platform. However, there is still room for
improvement. We are currently focusing on inte-
grating the system with helicopter navigation and
control as well as ego-motion estimation, in order
to realize autonomous in-flight ground target de-
tection, tracking and attacking.
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Appendix A Proof of moment invariants remain
unchanged under scaling

Theorem A.1. Suppose a shape has smooth
boundary C, and this shape has been homoge-
neously rescaled by a factor r, then we get new
boundary C ′. Then

(ηm
pq)

′ = ηm
pq, (A1)

where

(ηm
pq)

′ =
(μc

pq)
′

(A′)(p+q+1)/2
,

ηm
pq =

μc
pq

A(p+q+1)/2
,

and where A is the area of the original object, and
A′ is the area of the rescaled object.

Proof. The lines of reasoning in the following
proof follow from ref. [24]. For any r > 0, we can
get the relationship between (μc

pq)′ and μc
pq, which

is given by

(μc
pq)

′ =
∫

C′
[x(s′)]p[y(s′)]qds′

=
∫

C′
[rx(s)]p[ry(s)]qd(rs)

= rp+q+1μc
pq.

Note that the relationship between area of the
original object and area of the rescaled object is
given by

A′ = r2A. (A2)

Thus, for any r > 0, we have

(ηm
pq)

′ =
(μc

pq)
′

(A′)(p+q+1)/2
=

rp+q+1μc
pq

(r2A)(p+q+1)/2

=
μc

pq

A(p+q+1)/2
= ηm

pq,

which shows that ηc
pq are indeed invariant with re-

spect to homogeneous scaling.

Appendix B Proof of moment invariants remain
unchanged under rotation

Theorem B.1. Suppose that C is a smooth
boundary curve of the original object and C ′ is the
boundary curve obtained by rotating the object an
angle θ. Then

φ′
i = φi, 1 � i � 4,

where φi and φ′
i are defined in eqs. (4) to (7) cal-

culated by using ηm
pq and (ηm

pq)
′ for p + q = 2, 3, . . .

Proof. Note that

(μc
pq)

′ =
∫

C′
[x(s′)]p[y(s′)]qds′

=
∫

C

[x(s) cos θ − y(s) sin θ]p

× [y(s) sin θ + x(s) cos θ]qds.

Since ds′ = ds, and the area of the object does
not change under the rotation, i.e., A′ = A, from
eq. (4), we have

(A′)1.5φ′
1 = (A′)1.5((ηm

20)
′ + (ηm

02)
′)

= (μc
20)

′ + (μc
02)

′

=
∫

C

{[x(s) cos θ − y(s) sin θ]2

+ [x(s) sin θ + y(s) cos θ]2}ds

=
∫

C

{[cos2 θ + sin2 θ][x(s)]2

+ [cos2 θ + sin2 θ][y(s)]2}ds

=
∫

C

[x(s)]2 + [y(s)]2ds

= μc
20 + μc

02 = (A)1.5(ηm
20 + ηm

02)

= (A′)1.5φ1.

Therefore
φ′

1 = φ1.

Similarly, the same can be proven for φ′
i = φi,

for i = 2, . . . , 4.
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