Discrete-time mode switching control with application to a PMSM position servo system
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ABSTRACT

This paper presents a mode switching control (MSC) scheme in discrete-time domain for fast and precise set-point tracking in servo systems subject to control saturation and unknown disturbance. The basic idea is to combine the proximate time-optimal servomechanism (PTOS) and the composite nonlinear feedback (CNF) control, using the output position as the only measurable information for feedback. The PTOS is responsible for fast targeting in servo systems when the tracking error is large, and once the system trajectory enters into some specified region, the CNF will take over the control to ensure a smooth settling without compromising the fast transient performance. A reduced-order extended state observer is adopted to estimate the speed signal for feedback and the disturbance for compensation. The asymptotical stability of the proposed MSC scheme is analyzed and the switching conditions are provided. Simulation and experimental results on a permanent magnet synchronous motor (PMSM) servo system verify that the proposed control scheme is effective in improving the tracking performance for a wide range of target set-points.
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1. Introduction

Rapid motion is required in a wide range of industrial production and assembly lines, for which control technology can play a vital role. In the context of point-to-point motion, two stages are usually involved. The first stage is fast targeting, which drives the system output from the present position into the neighborhood of a specified destination in minimum time using a bounded control effort. Next comes the second stage, i.e., smooth settling, which maintains the system output as close as possible to the destination position, in the face of power limitation, various disturbances and uncertainties in real application environment. Due to the different specifications for targeting and settling modes, it is quite difficult to design a controller that can achieve excellent performance in both modes using one single control technology. Usually, different control techniques will be used to design control laws for fast targeting and smooth settling respectively, and then some switching strategy is adopted to ensure the successful transition. This is the principle of mode switching control (MSC).

For double-integrator systems, Workman [1] proposed the proximate time-optimal servomechanism (PTOS) (see also [2]), which switches smoothly from the time optimal control (TOC) law to a linear control law when the tracking error is small, thus avoids the chattering problem of TOC and enhances the robustness, at the cost of some degradation in transient performance. In essence, the PTOS is some kind of MSC scheme, which can be easily implemented and obtain almost optimal performance in tracking a large stroke target. Hence, the PTOS emerges as a desirable solution for fast targeting. However, when it comes to smooth settling, there is scope for improvements on the linear part of PTOS. As is well known, linear control laws always have to make a trade-off between fast response and low overshoot, for the given closed-loop bandwidth. During the past decade, there had been some research efforts to improve PTOS. For example, Zhou et al. [3] combined the PTOS with sliding-mode control and achieved smooth mode transition and better performance. Choi et al. [4] proposed a modified PTOS scheme with a gain-scheduled damping which resulted in faster settling. Both [3,4] assumed that the state variables are available for feedback control. Venkataramanan et al. [5] developed an MSC scheme with measurement feedback in continuous-time domain by combining the PTOS with a robust perfect tracking (RPT) control law. But the RPT suffers the same limitation of linear control, notwithstanding its robustness against external disturbances and initial values. Moreover, the problem of disturbance compensation was not considered.

In this paper, a composite nonlinear feedback (CNF) control law is incorporated into the PTOS framework to develop an MSC control scheme in discrete-time domain. The CNF control law consists...
of a linear feedback part for yielding a fast response, and a nonlinear feedback part to tune the closed-loop damping-ratio to smooth out the overshoot (see [6,7]). By enforcing a dynamic closed-loop damping ratio (from lightly damped to heavily damped), the CNF control system can achieve fast and smooth transient performance in set-point tracking tasks, and has been successfully implemented in HDD servo system test-beds (see e.g., [7–10]) and unmanned helicopter (see e.g., [11,12]). However, the operation range, or the maximum amplitude of target reference of a CNF control system is limited by its invariant set, which in turn depends on the design parameters. To maintain the good transient performance, the parameters of CNF may have to be re-tuned for different target references. In [13], a unified control scheme (UCS) was proposed for track seeking and following in disk drive servo system. This control scheme is essentially some kind of multi-stage MSC. However, the operation of UCS is still limited to short-span tracking, once its design is fixed. In the MSC scheme proposed here, the PTOS control law is usually used for large stroke tracking, and as the tracking error gets smaller, the system state falls into some defined region, then the CNF control will take over to ensure a fast and smooth settling. An extended state observer is adopted to estimate the speed signal for feedback and the disturbance for compensation. With the proposed MSC, there is no limitation on the operation range, for the given input saturation level. Moreover, we would like to note that, in real applications, a controller designed in continuous-time domain eventually has to be discretized for digital implementation. Hence it seems more meaningful to design controllers directly in the discrete-time domain whenever possible. Further, it turned out that the stability analysis in our discrete-time MSC is quite different from that in the continuous case.

This paper is organized as follows. A discrete-time MSC control method which combines PTOS and CNF control is presented in Section 2. In Section 3, we apply the MSC control methodology to design a controller for a permanent magnet synchronous motor (PMSM) servo system. Simulation and experimental results are provided. Finally, we draw some concluding remarks in Section 4.

2. Discrete-time mode switching control

In this section, we present a discrete-time MSC control method for typical servo systems characterized by a double-integrator, of which a discretized state-space model can be formulated as follows:

\[
\begin{align*}
    (k + 1) &= A \cdot x(k) + B \cdot \text{sat}(u(k)) + d,
    \\
    x(k) &= \begin{pmatrix} y(k) \\ v(k) \end{pmatrix},
    \\
    A &= \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix},
    \\
    B &= \begin{bmatrix} \frac{1}{2}aT^2 \\ aT \end{bmatrix},
\end{align*}
\]

where \(x(k) \in \mathbb{R}^2\) and \(u(k)\) are the state and control variables respectively of the plant. \(y(k)\) is the only measurable output (position) and \(v(k)\) represents the velocity signal. \(d\) is the unknown constant or slowly-varying disturbance. \(T\) is the sampling period, \(a\) is the acceleration constant and assumed to be positive for simplicity. \(\text{sat} : \mathbb{R} \rightarrow \mathbb{R}^+\) represents the actuator saturation defined as

\[
\text{sat}(u(k)) = \text{sgn}(u(k)) \cdot \min\{u_{\text{max}}, |u(k)|\},
\]

with \(u_{\text{max}}\) being the saturation level, and \(\text{sgn}(\cdot)\) represents the sign function. The plant (1) can be reformulated as follows,

\[
\begin{pmatrix} e(k + 1) \\ v(k + 1) \end{pmatrix} = \begin{bmatrix} 1 & -T \\ 0 & 1 \end{bmatrix} \begin{pmatrix} e(k) \\ v(k) \end{pmatrix} + \begin{bmatrix} -\frac{1}{2}aT^2 \\ \frac{1}{2}aT \end{bmatrix} \text{sat}(u(k)) + d,
\]

where \(e(k) = r - y(k)\) is the tracking error, and \(r\) is the target reference.

The MSC is a special type of variable structure control systems with the switching action occurring in a unidirectional way. Fig. 1 is a schematic diagram of the proposed MSC control. There are two servo modes for tracking tasks. Each mode can be designed independently. The critical issue in MSC control is the design of a switching mechanism, which is still a headache to date, although there have been a lot of research efforts on it. In the proposed MSC scheme, the PTOS control law is effective in the region of large tracking error because it can diminish the large tracking error in a near minimal time, almost same as the time optimal control does [1]. The CNF control law is applied to the small tracking error to achieve fast and smooth settling. In the following three subsections, we will present the MSC control scheme in details together with stability analysis. Mode switching conditions will also be discussed.

2.1. Discrete-time observer-based robust PTOS control

In this section, we will present the discrete-time robust PTOS control with measurement feedback for the plant (1). The discrete-time PTOS control law, originally proposed by Workman [1] and lately modified in [2], is based on state feedback and can be given by

\[
u_t(k) = \text{sat}(k_2(f(e(k)) - v(k))),
\]

where \(e(k)\) is the unknown constant or slowly-varying disturbance. \(J_0\) is the offset for velocity signal. The feedback gains \(k_1\) and \(k_2\) can be designed by using pole placement for a conjugate pair of poles with the damping ratio \(\zeta\) and natural frequency \(\omega\) as two independent design parameters,

\[
k_1 = \frac{p_1 + p_0 + 1}{2aT^2},
\]

where

\[
p_1 = -2e^{-\zeta\omega T}\cos(\omega T\sqrt{1 - \zeta^2}), p_0 = e^{-2\zeta\omega T}.
\]

Further more,

\[
J_0 = \frac{azu_{\text{max}}T}{4} \left( \frac{p_1 - p_0 + 3}{p_1 + p_0 + 1} \right),
\]

It was proved by Workman in [1] that the closed-loop system comprising the discrete-time PTOS control law with state feedback (4) and the plant (3) without disturbance is asymptotically stable provided that the following conditions are satisfied.

**Conditions:**

1. \(aTk_2 \in (0, 2)\);
2. \( f(0) = 0; \)
3. \( f(e) > 0, \text{ for } \forall e \neq 0; \)
4. \( \lim_{e \to \infty} \int_0^e f(\sigma) d\sigma = \infty; \)
5. \( f(e) \) exists for \( \forall e; \)
6. \( f(e) < \frac{1}{2} \) for \( \forall e; \) and
7. \( f(e + \Delta e) - (v + \Delta v) < \frac{q_{\text{sat}}}{2} \) for \( \forall (e, v) \) in the unsaturated region, where

\[
\begin{align*}
\Delta e &= -vT - \frac{1}{2} aT^2 \text{sat}(k_2[f(e) - v]),
\Delta v &= aT \text{sat}(k_2[f(e) - v]).
\end{align*}
\]

Here it should be noted that the condition 6 was mistakenly formulated in [1] as \( "f(e) < \frac{1}{2}T" \) for \( \forall e \). The condition 7, as Workman pointed out in [1], is to guarantee the system state will remain in the unsaturated region, once in the unsaturated region. It was also shown that the trajectory of the closed-loop system starting from the saturated region will enter the unsaturated region in a finite time eventually.

Generally, as the velocity \( v \) is not measurable, an observer is needed to estimate the velocity. Further, there are always some disturbances in practical servo systems, which will cause steady-state error without proper compensation. Since the unknown disturbance is assumed to be piecewise constant or slowly varying and appears in the input channel (as an equivalent input disturbance), it can then be modeled by a difference equation \( d(k + 1) = d(k) \). Combining this equation with the plant model, we can obtain an augmented model, from which a reduced-order extended state observer can be designed to estimate the un-measured velocity and unknown disturbance. Choosing a conjugate pair of poles with the damping ratio \( \zeta_0 \) and natural frequency \( \omega_0 \) for the observer, the corresponding characteristic equation is \( 2^2 + q_1 z + q_0 = 0 \), with

\[
q_1 = -2e^{-\omega_0 T} \cos(\omega_0 T) (1 - q_1^2), \quad q_0 = e^{-2\omega_0 T}.
\]

The dynamic equation of the observer is then given by

\[
\begin{pmatrix}
\dot{v}(k) \\
\dot{d}(k)
\end{pmatrix} = x_o(k) = A_v \cdot x_o(k) + B_v \cdot y(k),
\]

where

\[
A_v = \begin{bmatrix}
\frac{q_0 - q_1 - \frac{q_1}{2} (1 + q_0 - q_1)}{1 - q_1^2} \\
\frac{q_0 - q_1}{1 + q_0 - q_1}
\end{bmatrix},
B_v = \begin{bmatrix}
\frac{q_0 - q_1}{1 + q_0 - q_1} \\
\frac{q_0 - q_1}{1 - q_1^2}
\end{bmatrix},
B_y = \begin{bmatrix}
\frac{q_0 - q_1}{2} \\
\frac{q_0 - q_1}{2 - 2q_0 + q_1}
\end{bmatrix},
L_y = \begin{bmatrix}
\frac{q_0 - q_1}{2} \\
\frac{q_0 - q_1}{2 + 2q_0 - q_1 + q_1^2 + q_1^2}
\end{bmatrix}.
\]

Based on the above observer, a discrete-time PTOS control law with disturbance compensation is given as follows,

\[
u(k) = \text{sat}(k_2[f(k)] - \dot{v}(k) - \dot{d}(k)).
\]

Next, let

\[
\begin{pmatrix}
\ddot{v}(k) \\
\ddot{d}(k)
\end{pmatrix} = \begin{pmatrix}
\dot{v}(k) \\
\dot{d}(k)
\end{pmatrix} - d, \quad \dot{w}(k) = \begin{pmatrix}
\dot{v}(k) \\
\dot{d}(k)
\end{pmatrix}.
\]

It is easy to verify that

\[
w(k + 1) = A_v \cdot w(k).
\]

Choose a positive definite symmetric matrix \( Q \in \mathbb{R}^{2 \times 2} \), and solve the following Lyapunov equation

\[
P_v = A_v^T P_v A_v + Q_v,
\]

for a matrix \( P_v > 0 \). Such a \( P_v \) always exists as \( A_v \) is asymptotically stable.

The PTOS control law (9) can be rewritten as

\[
u(k) = \text{sat}(k_2[f(e(k)] - \dot{v}(k) - k_1 K_v \cdot w(k) - d)
\]

with \( K_v = \begin{bmatrix} 1 & \frac{1}{p} \end{bmatrix} \).

Then, the closed-loop system comprising (3) and (9) can be rewritten as

\[
\begin{align*}
e(k + 1) &= e(k) - v(k)T - \frac{1}{2} aT^2 (u_r(k) + d),
\dot{v}(k + 1) &= v(k) + aT (u_r(k) + d),
\dot{w}(k + 1) &= A_v \cdot w(k),
u(k) &= \text{sat}(k_2[f(e(k)] - v(k) - K_v \cdot w(k) - d).
\end{align*}
\]

Note that from the state feedback PTOS control (4) to the observer-based PTOS control (11), there are two additional terms of \( w(k) \) and \( d \) in the latter case, while \( w(k) \) converges to zero gradually. Similar to the state feedback case presented in [1], any trajectory of the closed-loop system (11) starting from the saturated region will enter the unsaturated region in a finite time eventually and will remain in the unsaturated region, once in the unsaturated region provided that the condition 7 is replaced by the following conditions:

\[7A. \quad |k_2[f(e) + \Delta e] - (v(k) + \Delta v) - K_v A_v w - d| < u_{\text{max}} \text{for } \forall (e, v, w) \text{in the unsaturated region, where } \Delta e = -vT - \frac{1}{2} aT^2 (u_r + d), \Delta v = aT (u_r + d).
\]

\[7B. \quad \text{The unknown disturbance is bounded, i.e., } |d| \leq \delta u_{\text{max}} \text{for some positive parameter } \delta \in (0, 1).
\]

\[7C. \quad \text{The initial estimation error } w(0) \text{ belongs to a two-dimensional set defined as }
\]

\[
\Omega := \{ w \in \mathbb{R}^2 : w^T P_v w < \lambda_3 \},
\]

where \( \lambda_3 > 0 \) is the largest positive value such that

\[
w(k) \in \Omega \Rightarrow ||k_2 \cdot 1|| w(k)|| \leq (1 - \delta) u_{\text{max}}.
\]

The meaning of the condition 7A is the same as that of the condition 7 in the state feedback case. Conditions 7B and 7C ensure that the existence of disturbance and estimation error does not change the direction of acceleration when the control is saturated. Following the similar lines of reasoning as in [1], we can show that, the closed-loop system (11) is stable when the control input is saturated. For the case that the control input signal does not exceed the saturation level, the closed-loop system (11) can be written as follows,

\[
\begin{align*}
e(k + 1) &= e(k) - v(k)T - \frac{1}{2} aT^2 (f(e(k)] - v(k) - K_v \cdot w(k)),
\dot{v}(k + 1) &= v(k) + m f(e(k)] - v(k) - K_v \cdot w(k),
\dot{w}(k + 1) &= A_v \cdot w(k).
\end{align*}
\]

where \( m = aT k_2 \).

To prove that the closed-loop system (13) is asymptotically stable, the following Lyapunov function is defined,

\[
V_r(k) = p_v r^2 (k) + \int_0^{r(k)} f(\sigma) d\sigma + w^T (k) P_v w(k).
\]

where \( p_v \) is a positive scalar to be selected later. The increment of the Lyapunov function (14) along the trajectory of the closed-loop system (13) is given by
\[ \Delta V_P(k) = V_P(k + 1) - V_P(k) \]
\[ = p_v [v^2(k + 1) - v^2(k)] + \int_{e(k)}^{e(k+1)} f(\sigma) d\sigma + w^T(k + 1)P_v w(k) \]
\[ \times (k + 1) - w^T(k)P_v w(k) \]  \hfill (15)

Note that the integration term can be expressed using the Taylor expansion as follows,
\[ \int_{e(k)}^{e(k+1)} f(\sigma) d\sigma = f(e(k))|e(k + 1) - e(k)| \]
\[ + \frac{1}{2} f'(\xi)|e(k + 1) - e(k)|^2 \]
\[ \leq f(e(k))|e(k + 1) - e(k)| + c|e(k + 1) - e(k)|^2, \]  \hfill (16)
for \( \xi \) between \( e(k) \) and \( e(k + 1) \) (\( k = 0, 1, 2, \ldots \)), and
\[ c := \sup \frac{1}{2} f'(\xi). \]

Hence,
\[ \Delta V_P(k) \leq p_v [v^2(k + 1) - v^2(k)] - w^T(k)Q_v w(k) + f(e(k))|e(k + 1) - e(k)| + c|e(k + 1) - e(k)|^2, \]  \hfill (17)

Note that
\[ v^2(k + 1) - v^2(k) = (m^2 - 2m)v^2(k) + m^2f^2(e(k)) + (2m - 2m^2) \]
\[ \times v(k)f(e(k)) + m^2w^2(k)K_v w(k) \]
\[ - 2m^2K_v w(k)f(e(k)) + (2m^2 - 2m)K_v w(k)v(k), \]
and
\[ e(k + 1) - e(k) = - \frac{mT}{2} f(e(k)) + \left( \frac{m}{T} - 1 \right) T v(k) + \frac{mT}{2} K_v w(k). \]

Thus,
\[ \Delta V_P(k) \leq \left[ p_v (m^2 - 2m) + \frac{1}{2} \left( 1 - \frac{m}{T} \right)^2 T^2 \right] v^2(k) + \left[ \frac{p_v m^2 - \frac{mT}{2} + \frac{1}{4} cm^2 T^2}{2} \right] f^2(e(k)) + \left[ \frac{p_v (2m^2 - 2m) + \frac{m}{T} - 1}{2} T \right] v(k)f(e(k)) + \left[ \frac{p_v m^2 + \frac{1}{4} cm^2 T^2}{2} \right] K_v w(k) - Q_v w(k) \]
\[ + \left[ \frac{p_v (2m^2 - 2m) + \frac{1}{2} m^2 - m}{2} \right] T^2 v(k) + \left( \frac{m}{T} - 1 \right) T v(k) + \frac{mT}{2} K_v w(k)v(k) \]
\[ = \left[ \frac{v(k)}{w(k)} \right]^T \left[ \frac{v(k)}{w(k)} \right]^T M v(e(k)) + N f^2(e(k)), \]  \hfill (18)

which implies that
\[ 2p_v m - T + \frac{1}{2} mT = 0, \]  \hfill (26)

or
\[ p_v = \frac{T(2 - m)}{4m}. \]  \hfill (27)

The inequality \( N \leq 0 \) is equivalent to
\[ p_v \leq \frac{T(2 - cTm)}{4m}. \]  \hfill (28)

Combining the above results with (21), we can obtain
\[ 0 < \frac{mT}{2} < 1. \]  \hfill (29)

Note that (21) and (29) are actually guaranteed by the condition 1 and 6 respectively. Hence, it is obvious that the appropriate \( p_v > 0 \) and \( Q_v > 0 \) always exist such that,
\[ V_p(k) < 0 \quad (30) \]

As in its continuous-time counterpart, it is then straightforward to verify the closed-loop system comprising the PTO control law with measurement feedback and the given plant is asymptotically stable.

2.2. Discrete-time observer-based CNF control

In this subsection, we proceed to design a discrete-time CNF control law for the plant (1), which will eventually be implemented in our MSC framework.

First we note that the same observer in (8) is adopted here. Following the procedure in [9], a CNF control law with disturbance compensation is given by

\[ u_c(k) = F \left( y(k) \right) + Gr + \rho(e(k))Fw \left( y(k) - r \right) - \tilde{d}(k), \quad (31) \]

where \( F = [f_1 \ f_2] \) is the linear feedback gain matrix such that the eigenvalues of \( A + BF \) are on the desired locations. The feed-forward gain for target reference can be determined as \( G = -f_1 \). The nonlinear feedback gain matrix \( F_\nu = [f_{\nu1} \ f_{\nu2}] \) is given by

\[ F_\nu = B^T P_\nu (A + BF), \quad (32) \]

where \( P_\nu > 0 \) is the solution to the following Lyapunov equation

\[ P_{x} = (A + BF)^T P_{x} (A + BF) + W_x, \quad (33) \]

for any chosen symmetric positive definite matrix \( W_x \in \mathbb{R}^{2 \times 2} \). Such a \( P_\nu \) always exists as \( A + BF \) is asymptotically stable. The gain function \( \rho(e(k)) \) is a smooth and non-positive function of \( |e(k)| \), and is used to tune the control laws so as to improve the performance of closed-loop system as the controlled output \( y(k) \) approaches the target reference \( r \).

Define

\[ x_c = \begin{pmatrix} r \\ 0 \end{pmatrix}, \quad \tilde{x}(k) = x(k) - x_c. \]

Note that the CNF control law in (31) can be rewritten as,

\[ u_c(k) = ([F \ F_w] + \rho(e(k))[F_\nu \ F_{\nu w}]) \left( \tilde{x}(k) \atop w(k) \right) - d, \quad (34) \]

with \( F_w = [f_2 \ -1], F_{\nu w} = [f_{\nu2} \ 0], w(k) = \begin{pmatrix} \tilde{w}(k) \\ d(k) \end{pmatrix} \).

Next, choose the symmetric positive definite matrix \( Q_\nu \in \mathbb{R}^{2 \times 2} \) to satisfy (22) and the following condition:

\[ Q_\nu > F_\nu B^T P_\nu + P_\nu (A + BF) W_x^{-1} (A + BF)^T P_\nu B^T \quad (35) \]

and solve the Lyapunov equation in (10) for a matrix \( P_\nu \).

Now, assuming the disturbance is bounded by \( \delta u_{\text{max}} \) for some positive variable \( \delta \in (0, 1) \), we define a set

\[ X := \left\{ \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \in \mathbb{R}^4 : \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \begin{bmatrix} P_x & 0 \\ 0 & P_w \end{bmatrix} \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \leq c_\delta \right\}, \quad (36) \]

where \( c_\delta > 0 \) is the largest positive value such that

\[ \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \in X \Rightarrow \left| \begin{bmatrix} F \\ F_w \end{bmatrix} \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \right| \leq (1 - \delta) u_{\text{max}}. \quad (37) \]

The error dynamics equation of the plant in (1) can be expressed as

\[ \tilde{x}(k + 1) = A \tilde{x}(k) + B s(k), \quad (38) \]

where

\[ s(k) := \text{sat}(u_c(k)) - \begin{bmatrix} F \\ F_w \end{bmatrix} \begin{pmatrix} \tilde{x}(k) \\ w(k) \end{pmatrix} + d. \quad (39) \]

For simplicity of presentation, we will omit the time index \( k \) in the following derivation so long as no confusion is caused. We may also omit the variable \( e(k) \) of nonlinear function \( \rho(e(k)) \) as appropriate. Now, for the disturbance bounded by \( \delta u_{\text{max}} \) and \( \begin{pmatrix} \tilde{x}(k) \\ w(k) \end{pmatrix} \in X \),

\[ \left| \begin{bmatrix} F \\ F_w \end{bmatrix} \begin{pmatrix} \tilde{x}(k) \\ w(k) \end{pmatrix} \right| - d \leq u_{\text{max}}. \]

hence the value of \( s(k) \) can be written in three cases according to the range of control \( u_c \),

\[ \rho[F_{\nu} F_{\nu w}] \left( \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \right) < 0, \quad u_c < -u_{\text{max}} \]

\[ s = \rho[F_{\nu} F_{\nu w}] \left( \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \right), \quad |u_c| \leq u_{\text{max}} \]

\[ 0 < s < \rho[F_{\nu} F_{\nu w}] \left( \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \right), \quad u_c > u_{\text{max}} \]

Obviously, for all possible situations, we can always write \( s \) as

\[ s = q \rho[F_{\nu} F_{\nu w}] \left( \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \right) \]

for some non-negative variable \( q \in [0, 1] \). Thus, for the case when \( \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \in X \), the closed-loop system comprising the given plant (1) and the control law (8) and (31) can be expressed as follows,

\[ \begin{pmatrix} \tilde{x}(k + 1) \\ w(k + 1) \end{pmatrix} = \begin{bmatrix} A + BF + q \rho BF_{\nu} A_{\nu} \\ 0 \end{bmatrix} \begin{pmatrix} \tilde{x}(k) \\ w(k) \end{pmatrix}, \quad (42) \]

where

\[ A_{\nu} = BF + q \rho BF_{\nu} \]

Define a Lyapunov function

\[ V_c(k) = \begin{bmatrix} \tilde{x}(k) \\ w(k) \end{bmatrix} \begin{bmatrix} P_x & 0 \\ 0 & P_w \end{bmatrix} \begin{pmatrix} \tilde{x} \\ w \end{pmatrix} \quad (43) \]

and evaluate its increment along the trajectories of the closed-loop system (42).

\[ \Delta V_c(k) = V_c(k + 1) - V_c(k) = -2 \tilde{x}(k) W_x \tilde{x}(k) + 2 \tilde{x}^T(k)(A + BF)^T P_x A_{\nu} w(k) - w^T(k) Q_v w(k) \]

\[ + 2 \tilde{x}^T(k)(A + BF)^T P_x q \rho BF_{\nu} A_{\nu} w(k) - \tilde{x}^T(k) A_{\nu}^T P_x A_{\nu} w(k) \]

\[ - w^T(k) A_{\nu}^T P_x A_{\nu} w(k) - w^T(k) Q_v w(k) \]

If the nonlinear gain function \( \rho \) is chosen such that \( \rho \in [-2(B^T P_x B)^{-1}, 0] \), then

\[ 2q \rho + q^2 \rho^2 B^T P_x B \leq 0. \]

Hence, we have

\[ \Delta V_c(k) \leq -2 \tilde{x}(k)^T W_x (A + BF)^T P_x A_{\nu} w(k) - w^T(k) Q_v w(k) \]

\[ - A_{\nu}^T P_x A_{\nu} w(k) = - \begin{pmatrix} \tilde{x}_w(k) \\ w(k) \end{pmatrix}^T \begin{bmatrix} W_x & 0 \\ 0 & Q_v \end{bmatrix} \begin{pmatrix} \tilde{x}_w(k) \\ w(k) \end{pmatrix}. \]
where
\[ P_p = P_x + q\rho P_x B B^T P_x, \]
\[ \dot{x}_p(k) = \dot{x}(k) - W_c^{-1} (A + BF)^T P_x A_p w(k), \]
\[ Q_4 = Q_v - A_p^T P_v + P_v A + BF W_c^{-1} (A + BF)^T P_p A_p. \]

By the choice of \( Q_4 \), in (35), there exists a scalar \( \hat{\rho} > 0 \) such that for any smooth and non-positive function \( \rho(e(k)) \) with \( |\rho(e(k))| \leq \hat{\rho}, \) we have \( Q_4 > 0 \). Clearly, the closed-loop system with those assumptions, has \( \Delta V(k) \leq 0 \) and thus is asymptotically stable. Hence, we conclude that \( x(k) \to x_c \) as \( k \to \infty \), and the output \( y(k) \) asymptotically tracks the target reference \( r \). Obviously, \( X \) is an invariant set of the closed-loop system comprising the reduced-order CNF controller. The trajectory of the closed-loop system will remain in \( X \) and converge to the origin, once it enters into \( X \).

### 2.3. Discrete-time MSC control scheme

In this subsection, a discrete-time MSC control scheme which combines the PTOS and CNF control laws with reduced-order observer for the plant (1) is presented, which takes the form as follows,

\[ u(k) = \begin{cases} u_0(k), & k < k_s, \\ u_c(k), & k \geq k_s, \end{cases} \tag{44} \]

where \( k_s \) is the time index that the MSC control switches from PTOS to CNF, and is determined by the mode switching conditions given by

\[ \begin{pmatrix} \dot{x}(k_s) \\ \dot{w}(k_s) \end{pmatrix} \in X \text{ and } |e(k_s)| \leq y_1, \tag{45} \]

where \( y_1 \) is the size of the linear region of the PTOS control law. The PTOS control law \( u_0(k) \) and the CNF control law \( u_c(k) \) are as follows,

\[ \begin{align*} 
    u_0(k) &= \text{sat}(k_d(e(k)) - \dot{v}(k) - \hat{d}(k)), \\
    u_c(k) &= [F + \rho(e(k))F_0] \begin{pmatrix} y(k) - r \\ \dot{v}(k) \end{pmatrix} - \hat{d}(k),
\end{align*} \tag{46} \]

where \( r \) is the target reference and \( e(k) = r - y(k) \) is the tracking error, \( \dot{v}(k) \) and \( \hat{d}(k) \) are the output of the observer in (8), which is shared by the PTOS control law with the CNF control law. The CNF nonlinear function \( \rho(e(k)) \) is chosen as

\[ \rho(e(k)) = -\beta \times \arctan \left( \frac{\beta e(k)}{|e(k)|} - \lambda \right), \tag{47} \]

with \( 0 \leq \beta \leq \frac{4}{(B^T P B)^{-1}} \). The parameter \( \lambda > 0 \) is used to determine the speed of change in \( \rho(e(k)) \), and \( e(k) \) represents the tracking error upon mode switching. The value of \( \lambda \) can be chosen to ensure that the magnitude of \( \rho(e(k)) \) is incremental as \( |e(k)| \) tends to zero and that there is no jerk in the control signal during mode switching, i.e.,

\[ \lambda_s = 1 + \frac{1}{2} \tan \left( \frac{|k_d| k_s + F \dot{x}_p(k_s)}{\beta F_p \dot{x}_p(k_s)} \right), \tag{48} \]

where \( \dot{x}_p(k_s) = \frac{y(k_s) - r}{v(k_s)} \).

Next, we proceed to analyze the stability of the closed-loop system comprising the discrete-time MSC control law (44) and the plant (1). For the case that the control input is saturated, where only the PTOS control is effective, it has been proved that the closed-loop system is stable, and any trajectory starting from the saturated region will enter the unsaturated region in finite time eventually and the trajectory will remain in the unsaturated region, once in the unsaturated regime. Hence, we only need to analyze the stability in the unsaturated region for the closed-loop system with the MSC control law (44).

We re-express (14) using the Taylor expansion as follows:

\[ V_0(k) = P_v e^2(k) + \frac{1}{2} \dot{f}(k) e^2(k) + w(k) P_v w(k) = \begin{pmatrix} x(k) \\ w(k) \end{pmatrix}^T \begin{pmatrix} \gamma & 0 \\ 0 & \gamma \end{pmatrix} \begin{pmatrix} x(k) \\ w(k) \end{pmatrix}, \tag{49} \]

where \( \tau \) is an appropriate scalar between 0 and \( e(k) \). Let

\[ \gamma = \min \left( \frac{1}{2} \dot{f}(k), P_v, \lambda_{\max}(P_v) \right) / \max \{ \lambda_{\max}(P_x), \lambda_{\max}(P_v) \}. \tag{50} \]

The Lyapunov function for the overall closed-loop system with the MSC control law (44) can be chosen as

\[ V(k) = V_0(k) \left[ 1 - (1 - k_s) \right] + \gamma V_C(k) \cdot (1 - k_s), \tag{51} \]

where

\[ 1 - k_s = \begin{cases} 0, & k < k_s, \\
1, & k \geq k_s. \end{cases} \]

It is simple to verify that

\[ \Delta V(k) = V_0(k) \left[ 1 - (1 + k - k_s) \right] + \gamma V_C(k) \cdot (1 + k - k_s) + (\gamma V_C(k) - V_C(k)) (1 - 1 - k - k_s) \]

It has already been proved that the increment of the Lyapunov function \( V_0(k) \) and \( V_C(k) \) are negative definite when they are effective respectively. The last item is always non-positive in view of the definition of \( \gamma \) in (50). Hence, \( \Delta V(k) \leq 0 \) and the resulting closed-loop system comprising the given plant and the MSC control law is asymptotically stable. Furthermore, (45) gives the mode switching condition for the proposed MSC scheme.

There are some guidelines for choosing the controller parameters. For the PTOS control law, the natural frequency \( \omega \) is consistent with the desired closed-loop servo bandwidth. The acceleration discount factor \( \varepsilon \) takes value between 0 and 1, and normally the largest possible value is desired. But, for the plant uncertainty, a sensible range for \( \varepsilon \) is \([0.9, 0.95]\). The damping ratio \( \zeta \) is chosen such that the overshoot is kept within the specified level. Specifically, if the PTOS control law is implemented as an independent controller, \( \zeta \) should be no smaller than 0.8 to ensure an overshoot below 2%. For the MSC control scheme, since the settling process will be taken over by CNF, the PTOS damping ratio \( \zeta \) can be reduced to around 0.7 for faster targeting. The initial damping ratio of CNF should be small (typically 0.3), and the natural frequency should also be consistent with the desired servo bandwidth. The matrix \( W_c \) can be chosen to be diagonal, while the parameters \( \beta \in [0, \frac{4}{(B^T P B)^{-1}}] \) and \( \lambda > 0 \) can be determined from the root locus by choosing the desired steady-state locations of closed-loop poles (see [9] for more details) or by some tuning methods (e.g., [10]). For the parameter \( c_i \) of the CNF invariant set, an estimation which might be conservative, is given by Ref. [19]

\[ c_i = \frac{(1 - \delta)^2 \lambda_{\max}^2}{F_p^T F}, \tag{52} \]

with \( F = [F \ F_v] \) and \( F_p = \begin{pmatrix} P_x & 0 \\ 0 & P_v \end{pmatrix} \). Finally, for the extended state observer, the natural frequency of its poles should be no smaller than three times the desired closed-loop bandwidth, and damping ratio \( \zeta_0 \) can be simply fixed as \( \frac{1}{2} \) (Butterworth pattern).
3. Application in PMSM position regulation

In this section we apply the discrete-time MSC control scheme to design a position controller for permanent magnet synchronous motor servo systems. PMSM has found extensive applications in high speed and precision servo systems (see e.g., [14–18]), due to the advantages of light weight, high efficiency and compact structure. In this paper, we deal with the surface-mounted PMSMs, with the dq model given by

\[\begin{align*}
    \frac{du_q}{dt} &= R_s i_q + L_s \frac{di_q}{dt} + n_p \omega L_d i_d + n_p \omega \psi_f \\
    \frac{du_d}{dt} &= R_s i_d + L_s \frac{di_d}{dt} - n_p \omega L_q i_q \\
    T_r &= 1.5 n_p \psi_f i_q = J \frac{d\omega}{dt} + k_b \omega + T_l \\
    \frac{dh}{dt} &= \omega
\end{align*}\]

where \(u_d\) and \(u_q\) are the input voltages in dq frame, \(i_d\) and \(i_q\) are the electric currents, \(L_d\) and \(L_q\) are the inductances, \(R_s\) is the stator resistance, \(n_p\) is the number of pole pairs, \(\psi_f\) is the flux linkage established by permanent magnet, \(\omega\) and \(\theta\) are the mechanical angular speed and angle, \(T_r\) is the electromagnetc torque, \(T_l\) is the load torque, \(J\) is the moment of inertia of motor, \(k_b\) is the viscous friction coefficient.

In conventional PMSM servo systems, the cascaded structure of position–speed–current loops is adopted, with PID as the dominant control method. In our study, the electric current loops are still controlled by PID, but the position and speed loops have been unified and controlled by the MSC control law. Taking the angular position \(\theta\) (rad) of motor as the system output \(y\), and \(i_q\) as the control signal \(u\) (to be used as the target reference for the \(i_q\) control loop), we obtain a double integrator plant, as characterized by (1), with the parameter \(a = \frac{1.5 n_p \psi_f}{j}\).

The PMSM in our study is of model 60CB020C, with 3000RPM as the rated speed of rotation, and a rated torque of 0.6 Nm, the number of pole pairs is 4. It has an optical encoder of 2500 counts per revolution for position measurement. The amplitude of the electric current \(i_q\) is limited by 1.5 A, i.e., \(i_{q\text{max}} = 1.5\) A. The value of system parameter has been identified as \(a = 1120\), and a sampling period of \(T = 0.002\) s is chosen for digital control of PMSM position servo system.

Following the design procedure of MSC, we first choose the damping ratio, natural frequency, and the acceleration discount factor of the PTOS control law as follows,

\[\begin{align*}
    \zeta &= 0.68, \quad \omega = 35, \quad \alpha = 0.9,
\end{align*}\]

then the feedback gains and relevant parameters of PTOS are computed as,

\[\begin{align*}
    k_1 &= 1.0429, \quad k_2 = 0.0416, \quad J_0 = 30.144, \quad y_l = 1.2019.
\end{align*}\]

Next, to design the CNF control law, we choose a damping ratio 0.3 and a natural frequency 35 for the pair of closed-loop poles, and obtain the linear feedback gain matrix as

\[F = [-1.0707 \quad 0.0194].\]

We choose a positive definite matrix \(W_n = \text{diag}(0.002, 0.002)\) and solve the Lyapunov equation in (33) to obtain

\[P_n = \begin{bmatrix}
    29.224 & 1.0208 \times 10^{-3} \\
    1.0208 \times 10^{-3} & 2.4843 \times 10^{-2}
\end{bmatrix}.\]

The CNF nonlinear feedback gain is computed as

\[F_n = [-0.0659 \quad 0.0534].\]

Based on the observer in (54), the CNF control law is given by,

\[u_c(k) = [F + \rho(e(k))F_n] \left( \begin{bmatrix} y(k) - r \\ \dot{y}(k) \end{bmatrix} - \hat{d}(k) \right),\]

where \(\rho(e(k))\) is as given in (47) with \(\beta = 0.5, \lambda = |e(0)|\), and the parameter \(\lambda_2\) is computed according to (48) at the switching instant.

| Table 1 | PID parameters for current loops. |
|---|---|---|---|
| \(k_p\) | \(k_i\) | \(k_d\) |
| \(i_q\) Loop | 19.53 | 0.1905 | 18.1 |
| \(i_d\) Loop | 43.301 | 0.1443 | 0 |

Fig. 2. Comparisons of simulation results between the MSC and PTOS control with a disturbance \(d = -0.3\) A.
Comparison of settling time (s) in simulation.

<table>
<thead>
<tr>
<th>Target angle ( \theta ) (rad)</th>
<th>( \frac{\pi}{4} )</th>
<th>( \pi )</th>
<th>( 2\pi )</th>
<th>( 4\pi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTOS</td>
<td>0.117</td>
<td>0.124</td>
<td>0.148</td>
<td>0.191</td>
</tr>
<tr>
<td>MSC</td>
<td>0.101</td>
<td>0.110</td>
<td>0.134</td>
<td>0.178</td>
</tr>
<tr>
<td>Improvement</td>
<td>13.7%</td>
<td>11.3%</td>
<td>9.5%</td>
<td>6.8%</td>
</tr>
</tbody>
</table>

(a) Position response (normalized)

(b) Control current \( i_{q-ref} /A \)

For the cases when the initial system state is within the CNF invariant set, the CNF control law will be effective from the beginning without the need for control switching. Now, the MSC control law which combines PTOS and CNF is given by

\[
\begin{align*}
\Psi(k) &= \left\{ 
\begin{array}{ll}
\eta_P(k), & k < k_4, \\
\eta_C(k), & k \geq k_4,
\end{array}
\right.
\end{align*}
\]

with the time index \( k \), determined by the first instant that the system enters into the following region:

\[
|e(k)| \leq y_f \text{ and } \left( \frac{y(k) - r}{y(k)} \right)^T \left( \frac{y(k) - r}{y(k)} \right) \leq c_0 = 41.38.
\]

For the two current control loops of \( i_d \) and \( i_q \), digital PID control laws with anti-windup feedback are adopted, with the sampling frequency of 20 kHz for control implementation and PWM generation. The parameters of PID controllers are summarized in Table 1.

To verify the design, simulations have been carried out in MATLAB/Simulink, using the nominal double integrator as the plant model (ignoring the electric current loops). For comparison, we also test a PTOS controller with parameters \( \zeta = 0.8, \omega = 35, \alpha = 0.95 \) and the same observer in (54). Simulations were done for various target angles. The results are shown in Fig. 2, and the performances in terms of settling time (with 2% error bound) are summarized in Table 2. It is clear that the MSC controller achieves faster settling in all the tracking tasks. Note that for \( \alpha = 0.95 \), the PTOS controller is supposed to achieve almost optimal performance (Workman [11]). However, the MSC controller works even better. This is because the MSC utilizes the advantages of both PTOS and CNF and the mode switching is smooth. To check the robustness of the MSC scheme with respect to system perturbations, simulations were done to track the target angle \( \pi \) with a disturbance \( d = -0.5 \) A and variations in the system parameter \( \alpha \). The results in Fig. 3 indicate that in the face of plant perturbations of up to 25%, the MSC controller with nominal design parameters can maintain a satisfactory performance with an overshoot below 2%, and no steady-state error. Obviously, the MSC scheme has some degree of robustness against the plant uncertainty.

Next, real-time implementations were conducted using the experimental setup shown in Fig. 4. A TMS320F2812DSP board (from Texas Instruments) was adopted for motor control under the Space Vector PWM pattern, with the proposed MSC scheme for position control. The structure of the servo system is given in Fig. 5. Experimental data were collected via the Code Composer Studio software system and then processed in MATLAB. Experiments were first carried out for various target angles of motor under the load torque 0.12 Nm (equivalently 20% of rated torque, note that there is some other disturbance besides the load torque in the system), the results are shown in Figs. 6–9. In these figures, the waveforms for the angular position, speed, control signal (the reference for \( i_q \) loop) and the estimated disturbance are provided. It is interesting to note that for target angle \( \hat{\theta} \), the PTOS control leads to an overshoot of 8% and a sluggish settling. Table 3 summarizes the performance in terms of settling time (with a 2% error bound), which clearly indicates the MSC control out-performs the PTOS control, with the overshoot kept within 2% and no
steady-state error. Fig. 10 gives the results of the MSC control for the target angle $\pi$ under various load torques (respectively 0%, 20%, 40% of rated torque). It is clear that the overall performance is still desirable and consistent in the face of unknown disturbance (among which is the load torque). With the proposed MSC control scheme, fast and smooth tracking can be achieved for a wide range of target references, with some robustness to the amplitude of load disturbance.
A discrete-time MSC control scheme has been proposed by combining the PTOS control and CNF control with an extended state observer. The closed-loop stability has been analyzed theoretically. The method has been adopted to design the position controller for a permanent magnet synchronous motor servo.

Table 3

<table>
<thead>
<tr>
<th>Target angle $\theta$ (rad)</th>
<th>$\frac{\pi}{4}$</th>
<th>$\pi$</th>
<th>$2\pi$</th>
<th>$4\pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTOS</td>
<td>0.272</td>
<td>0.128</td>
<td>0.142</td>
<td>0.180</td>
</tr>
<tr>
<td>MSC</td>
<td>0.082</td>
<td>0.102</td>
<td>0.128</td>
<td>0.170</td>
</tr>
<tr>
<td>Improvement</td>
<td>69.9%</td>
<td>20.3%</td>
<td>9.9%</td>
<td>5.6%</td>
</tr>
</tbody>
</table>

4. Concluding remarks

A discrete-time MSC control scheme has been proposed by combining the PTOS control and CNF control with an extended state observer. The closed-loop stability has been analyzed theoretically. The method has been adopted to design the position controller for a permanent magnet synchronous motor servo.
system. MATLAB simulation and experimental results based on TMS320F2812 show that the proposed MSC design is capable of tracking a wide range of target positions smoothly and accurately with a faster settling time. The proposed MSC control method can be easily applied to other servo systems with a double integrator model.
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Fig. 10. Experimental results with MSC for target angle $\pi$ under various load torques (a close-up view).