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HIGHLIGHTS

o A pipeline to reconstruct the buildings is developed.

o A explore-then-exploit algorithm for viewpoints path planning is provided.
e An autonomous framework for deploying BIPVs is provided.

e A component in Grasshopper is developed for BIPV economic assessment.

ARTICLE INFO ABSTRACT
Keywords: The advancements in perovskite solar cells present promising prospects for the widespread deployment of
Path planning Building-Integrated Photovoltaics (BIPVs). Finding an efficient and accurate approach is essential to provide
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deployment strategies for decision support. This study develops an autonomous decision-making design
framework for BIPV, including data collection, 3D modeling, and deployment strategy. For data collection, an
open-source unmanned aerial vehicle platform is produced to execute an innovation explore-then-exploit algo-
rithm for viewpoints generation and path planning. Subsequently, point cloud models of buildings are generated
using a unique deep learning-based multi-view stereo network and then converted into polygonal surface models.
Moreover, a novel Grasshopper plugin component is developed to assess the economic performance of various
BIPV layouts by life cycle cost analysis. Based on the analysis results, potential BIPV deployment strategies are
provided to support the decision-making process. The effectiveness of the framework is validated through its
application in an industrial building in Hong Kong, demonstrating a 7.6 % discrepancy in the average annual
solar radiation access value. Finally, two BIPV deployment strategies are proposed for the building. This study
has significant implications for the design and deployment of PV systems in urban environments, representing an
important step towards supporting the transition to sustainable and low-carbon cities.
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1. Introduction

It is reported that building sectors contribute almost 35 % of global
energy consumption and 38 % of greenhouse gas emissions to the world
[1]. In response, numerous nations have established targets to reduce
building energy demand and have implemented corresponding mea-
sures [2]. Solar photovoltaic (PV) sources emerge as a promising solu-
tion to address the escalating energy needs of buildings and mitigate
associated emissions in urban environments. PV panels can be seam-
lessly integrated onto the roofs and facades of existing building struc-
tures to form building-integrated photovoltaic (BIPV) systems [3]. The
adoption of BIPVs holds significant promise for promoting sustainable
and livable urban environments. Notably, lightweight perovskite solar
cells (PSCs) with robust electrical performance have been enabled by
recent technology advancement, even in shaded conditions, facilitating
effective utilization of vertical facades as power sources [4]. Conse-
quently, high-density urban areas have considerable potential to lead
the widespread adoption of BIPV applications, addressing localized en-
ergy demands and fostering a more balanced energy landscape [5].

The urban environment poses distinct challenges to the widespread
implementation of BIPV. Cityscapes exhibit a vertical and dense growth
pattern to accommodate the increasing demand for space, resulting in
significant shadowing effects and direct sun blockage [6]. Consequently,
when deploying BIPV systems on specific buildings, evaluating solar
potential and economic feasibility becomes imperative to formulate
detailed and appropriate PV deployment strategies, facilitating
informed decision-making support [7]. Designing a BIPV system for an
existing building typically involves three key steps: building data
acquisition, building 3D modeling, and assessment of BIPV deployment
strategies. Each of these steps encounters unique challenges in achieving
an efficient and automated process while ensuring accurate results.

1.1. BIPV design

BIPV system design is relevant to detailed building data [8]. In
previous research about BIPV systems, the building data is always
available for analysis [9-11]. But in practice, building data collection is
always a tedious and time-intensive process. Establishing a BIPV project
is challenging without accessible data and cost-effective solutions.
Existing BIM-based platforms are often too complex for engineers and
architects to effectively apply for early-stage feasibility assessments. The
design for BIPV systems needs a comprehensive evaluation of technical
[12] and economic [13] feasibility in their lifecycle. Factors such as
product specifications, building data, and PV layout, which significantly
influence energy generation and investment, must be taken into ac-
count. Designing a BIPV system involves exploring a variety of design
combinations to identify the optimal solution [14].

Among various factors, economic investigation on BIPVs through
Life cycle cost analysis (LCCA) is crucial for exploring optimal BIPV
designs during the conceptual design phase [15]. LCCA stands as an
economic assessment method aimed at determining the comprehensive
cost of owning and operating a system in a specified period [16]. Corti
et al. [17] employed a comprehensive economic evaluation, utilizing the
net present value method. A sensitivity analysis was developed to assess
costs by varying key economic input parameters that significantly
impact the financial aspects of BIPV installations. Li et al. [18] presented
a circular economy approach for implementing PSCs in vertical building
envelopes and evaluates its economic feasibility through a LCCA in
Europe. The study compared the economic performance of PSC enve-
lopes with that of conventional rigid BIPV systems. Quintana et al. [19]
presented an integrated simulation using BIM-friendly software to
evaluate the techno-economic performance of a BIPV system in a
Swedish building cluster. The study highlights the competitiveness of
BIPV integration in terms of both economic investment and energy po-
tential. However, the economic model employed omits critical financial
and technical factors, such as discount rates and PV degradation, which
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limit the precision of the results. Grasshopper, Rhino as a parametric
modeling software can assess the solar potential of building by the 3D
model, then LCCA is used for the economic feasibility of BIPV systems
[20]. But the calculation process of LCCA is always complicated due to
numerous parameters, resulting in practitioners in different field have to
be involved even in the early stages of the project. A grasshopper
component is better to create, which can operate the LCCA process
automatous in Rhino.

1.2. Data collection

The data applied for building reconstruction can be categorized
based on the obtained data type [21]. Ranging-based and image-based
sensors are the two of the most commonly used type to obtain data
[22]. Ranging-based data are expensive to obtain and require profes-
sional techniques [23]. Image-based sensors are more accessible and
suitable for BIPV deployment strategies. One critical factor for the
following 3D modeling is the pixel-wise visibility, determining whether
a 3D point is observable within specific images [24]. Nevertheless, vis-
ibility information remains unavailable until dense recovery of the 3D
model is completed. This issue is particularly pronounced in building
reconstruction within high-density urban environments, where ob-
structions from surrounding buildings and narrow gaps pose challenges
for aerial photography. In this context, effective unmanned aerial
vehicle (UAV) path planning becomes critical. Developing an explora-
tion method that can rapidly gather data about the target building and
its surroundings is essential in such complex environments. UAVs have
proven to be a powerful tool for building data acquisition [25]. Although
commercial UAV products have been commonly applied by researchers
for scanning, jet they cannot integrate algorithms for special require-
ment in advanced tasks. An open-source UAV platform therefore be-
comes necessary.

Previous studies have either developed viewpoints and paths offline
or relied on initial models sourced from aerial image data, Google Earth,
or GIS data for path planning purposes [26]. Phung et al. [27] formu-
lated the building scanning path planning problem as a traveling
salesman problem and validated their approach using open datasets.
Similarly, Tan et al. [28] proposed an integrated method combining BIM
and UAV technologies to enable automatic scanning. In their approach,
the inspection path planning problem is addressed using a genetic al-
gorithm based on the available BIM model. Nevertheless, in practical 3D
modeling applications, digital models of both the target building and its
surrounding infrastructures are often unavailable in the early stage.
Designing an exploration method capable of swiftly gathering data for
the reconstruction of the target building and its surroundings becomes
paramount.

1.3. 3D modeling

3D building models have traditionally been employed for visualiza-
tion purposes, yet there is a growing acknowledgment among BIPV
practitioners of their benefits to support decision-making. [29]. A
pivotal rationale behind this trend is that the representation of our
surroundings in 3D format, as opposed to 2D maps and drawings, is
generally more intuitive and easier to grasp, thus serving as an effective
tool for communication and information sharing [30]. 3D building
models assume a crucial role in the analysis and management of building
and urban data, as evidenced by the plethora of applications using this
information. One of the very first attempts is presented by Lewis and
Séquin [31] who introduced a semi-automatic method to construct 3D
polyhedral building models from floor plans in CAD software,
demanding minimal user intervention. Within the timeframe of a few
days, they successfully generated a cohesive model of a building
comprising over 300 rooms from initial 2D data.

Considerable research efforts have been directed towards auto-
mating the collection of 3D data and reconstructing objects to attain
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greater fidelity [32-36]. Typically, the financial and temporal in-
vestments required for the development of intricate 3D building models
are substantial, escalating as the desired level of detail increases [37]. As
aresult, it is necessary to find alternative cost-effective methods to offer
viable solutions within this background. An increasing number of re-
searchers have developed a range of modeling technologies to generate
3D information for evaluating the solar potential of urban areas
[38-43]. Currently, modeling techniques can generally be classified into
two categories: image-based modeling and point cloud-based modeling
[21].

The majority of image-based modeling approaches rely on 2D maps,
typically inserted into GIS platform [32]. Thebault [41] proposed a GIS-
based method for classifying rooftop PV suitability in large cities, aimed
at evaluating the feasibility of PV systems on an urban scale. Certainly,
with the aid of GIS, additional information can be incorporated,
enabling the generation of 2.5D building models. 2.5D models is a
convenient and efficient approach to exploiting a district model in GIS
based software. In GIS-based models, various algorithms and methods
have been proposed; however, they all involve significant simplifica-
tions in building geometry. This is because facades are typically gener-
ated using elevation data, neglecting their detailed dimensions [44].

Point cloud-based methods for generating 3D modeling employ
topographic information and aerial images to collect essential data such
as building shape and dimensions [21]. Salimzadeh et al. [38] integrated
point clouds with BIM to optimize the factors of PV panels, aiming to
maximize solar radiation access. Suomalainen [39] generated a digital
surface model of an urban area using LiDAR data to estimate annual
solar radiation on rooftops. The model accounts for shading effects
caused by nearby buildings and trees, providing a more accurate
assessment of solar potential. However, relying exclusively on LiDAR
technology to obtain key parameters of buildings and their surroundings
presents certain limitations such as the high cost and low efficiency in
data acquisition as well as loss of surface textures.

In recent years, learning-based approaches for point cloud recon-
struction have proved considerable advantages over traditional tech-
niques [45-48]. However, a significant challenge remains in the
implementation of these learning-based methods. Many of these ap-
proaches utilize a feature pyramid network (FPN) to capture image
features [49]. Nonetheless, a prevalent problem encountered in these
approaches is the tendency to generate excessively smoothed depth es-
timations, particularly around object boundaries [48]. This smoothing
phenomenon is primarily attributed to the lack of shallow feature in-
formation, which encompasses low-level details.

Accurate 3D modeling methods are a fundamental step in achieving
this goal. Generally, traditional 3D modeling is manual work, which is
always time consuming and labor-intensive task [24]. Also, the di-
mensions of surrounding buildings are not easy to access which increase
communication cost. An automatous 3D modeling approach is required
to develop the building models rapidly for the following BIPV design.

1.4. Research objective

Herein, this study aims to develop an autonomous framework for
BIPV system design in conceptual stage. To achieve this objective, three
innovative tasks need to be conducted:

a. An open-source UAV platform is designed and constructed to
conduct an innovative explore-then-exploit path planning for data
collection, which ensures comprehensive coverage of the target
buildings and enables online data collection without the necessity of
a pre-existing 3D model of the target structure.

b. For 3D modeling, a novel point cloud reconstruction method is
developed using aerial images. Surface modeling is performed using
PolyFit and City3D, and the resulting surface model is further pro-
cessed in Rhino to create editable 3D models for subsequent
assessments.
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c. In terms of PV design assessment, a grasshopper-plugged component
is firstly developed to assess the BIPV deployment strategies using
life cycle cost analysis.

The proposed framework increases the efficiency of building 3D
modeling, especially for the objects in high-density urban environment,
and enhances the accuracy of solar potential assessment. Finally,
different BIPV deployment strategies can be offered to support decision-
making process. The paper is structured as follows: Section 2 provides
the methodology of the proposed framework. In section 3, a case study is
provided. Then, the modeling results and layout strategies are shown in
Section 4. Discussions about the limitation and future work are shown in
Section 5 and conclusions are presented Section 6.

2. Methodology

This study aims at developing an automatous decision-support
framework for BIPV design, including data collection, 3D modeling,
and deployment strategy. The output of the framework comprises 3D
models, which are generated by processing images and geographic co-
ordinate system data collected by UAVs. These models are instrumental
in assessing solar potential, economic feasibility, and deployment stra-
tegies within Grasshopper, Rhino.

As illustrated in Fig. 1, the framework follows three main steps. First,
an open-source UAV platform and a viewpoint path planning algorithm
are developed to enable explore-then-exploit scanning for reconstruc-
tion without relying on a pre-obtained 3D model of the target building.
Next, a novel Learnable Cost Metric-based Multi-view Stereo Network is
employed to convert aerial images into point cloud models of buildings
within the district. The modeling targets two objectives: accurately
modeling the target building for solar potential assessment and BIPV
deployment, and capturing the surrounding buildings, which affect the
solar radiation access of the target structure.

For the target building, precise and detailed modeling of dimensions
and shape is critical to improve the accuracy of subsequent assessments.
However, modeling all surrounding buildings with equal precision
significantly reduces efficiency. In this study, it is assumed that a finely
reconstructed model of the bottom-half of surrounding buildings has
minimal impact on the solar potential assessment of the target building
in a high-density urban environment. Aerial video footage is captured
only from the roof level, which results in missing details of the lower
portions of surrounding buildings in the point cloud reconstruction.
City3D is then used to convert the surrounding buildings’ point clouds
into surface models, with an algorithm introduced to reconstruct verti-
cal planes and address the missing details. Next, the solar radiation on
the target building is evaluated using the Ladybug Grasshopper plugin.
Two distinct strategies for BIPV system deployment are considered: one
focuses on meeting the building’s energy demand, while the other
evaluates the economic performance of the BIPV system, using an
innovative Grasshopper plugin component for life cycle cost analysis.
Finally, these deployment strategies are compared to support informed
decision-making.

2.1. Data collection

Commercial UAV products typically lack the capability to integrate
custom path planning algorithms. Consequently, we developed an open-
source UAV platform specifically tailored for scanning target buildings
and their surrounding environments.

The UAV equipped with cameras and sensors collects visual and
depth data from the environment. These measurements are then utilized
to construct a volumetric map in which surfaces are distinguished as
unoccupied v € Vfree, occupied v e Vooc, or uncovered v e Vun.
Collectively, the map is constituted by the integration of three voxel
subsets: M = Vfree U Vooc U Vun. To generate a coverage path encom-
passing the unexplored surfaces of a building, we refer to the method
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mentioned in [24]. A clustering algorithm leveraging Euclidean distance
and surface normal vectors is utilized to classify the uncovered surfaces,
identifying the Vfront = {V1,..., VN} frontier clusters requiring obser-
vation. Subsequently, dual sampling is applied to derive feasible four-
degree-of-freedom viewpoints, designating a cover region that guaran-
tees the visibility of the target cluster Vi,i € 1,...,N.

Following the dual sampling process, the viewpoint within each
cluster that displays the maximum surface visibility ratio is chosen to
form the set Vview = {v1,v2,...,vN}, where each viewpoint is defined
by its spatial coordinates and the yaw angle. Determining the shortest
path traversing each viewpoint from the present position can be
modeled as the Asymmetric Traveling Salesman Problem. We establish
v;j represents the connectivity between viewpoints v; and v;, and the
traversal cost c; is the expense of traveling between given viewpoints i
and j. The optimization objective is to minimize the aggregate traversal
distance across all viewpoints:

min cijvij (@D)]

M=

i

N
Jj=1

I
—

After solving this optimization problem, the UAV will follow the
generated paths Pview through all these viewpoints to collect the images
of the target building. The algorithm for viewpoints path planning is
shown in Table. 1.

2.2. 3D modeling

In this study, the reverse 3D modeling includes three steps. The first
step is to generate 3D point cloud model by Learnable Cost Metric based
MVSNet. Then, the 3D point cloud reconstruction model is converted to
polygonal surface model. For the target building, the polygonal surface
model is created by Polyfit. For the surrounding structures, the polyg-
onal surface model is generated by City3D. Finally, the model is fed into
Rhino software to produce NURBS surface model. After trimming, the
model is prepared for simulation in Grasshopper.

2.2.1. Point cloud reconstruction

LCM based MVSNet is an innovative deep learning-based point cloud
reconstruction approach, which can develop the 3D point cloud model
of the buildings in the target district. LCM scheme is applied to balance
heuristic and learning-based cost volume aggregation. Traditional heu-
ristic methods overlook scene variations across different views. LCM
addresses this by computing the per-view significance to account for
these variations. To mitigate memory and computational demands
inherent in learning-based aggregation methods, LCM incorporates
sparse point hints from structure-from-motion into the aggregation
process. This approach allows for the direct computation of source-view
significance and the learning of reference-view significance from
training data. Consequently, the LCM scheme adapts to multi-view scene
variations while reducing computational burden.

The approach is tailored for large-scale district reconstruction based
on the following coarse-to-fine depth estimation paradigm. A series of
unordered images {Ii}) , are provided from N + 1 viewpoints, then the
depth map Dy is estimated for the reference image Iy with N neighboring
source images {Ii}} ,. Sequentially, the input images are treated itera-
tively as the reference image to anticipate per-view depth maps {Di}fi o
These depth maps are then fused to form the ultimate point cloud

Table 1
The algorithm for viewpoints path planning.

Algorithm 1: Viewpoints Path Planning
Input: Volumetric map M
Output: Coverage Path Py,
{Vy, ..., Vn} < FrontierClustering(M);
{v1, ..., v} < GlobalSampling({Vy, ..., Va});
Pyiey < SolveATSP({vy, ..., Va});
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reconstruction. The network (Fig. 2) has five steps as follows:
Enhanced multi-scale feature pyramid extraction Given multi-

view images {Ii}},, the feature pyramid network (FPN) is leveraged

L

to extract multi-scale (L + 1)-level features {flj € RFXH/2W/ zl}H) for

each input image I;, where Fj is the channel number.

Sparse Point-Guided Adaptive Cost Volume Aggregation One
feature level l is provided, we can obtain the deep features f; ;. The depth
range [dmin,i, dmax,] can be separated into the 3D space. Because multi-
view stereo is able to solve pixel correspondences across multi-view
images, homography is used to match corresponding pixel between
feature map in the reference view f o and feature map in the source view
fii. Each dp,; determines a homography between the pixel in the refer-
ence view p;o and the i-th pixel in the source view p;;.

pl,i = Ki[R(K,'pl, 0dm,I) +t] 2

where K and K; represent the scaled intrinsic camera parameters for the
reference and the i-th source view. The variables R and t denote the
relative rotation and translation between the two views. To establish
feature correspondence, differentiable bilinear interpolation is used for
pixel sampling from fi;, where p;; specifies the pixel location.

Following the feature warping process, the warped feature maps are
concatenated along the depth dimension, resulting in the creation of the
source-view feature volume V;; € RF<MxH/ 2xW/2' for the i-th source
view. Additionally, we replicate the reference feature map fio (M + 1)
times along the depth dimension, producing the reference-view feature
volume Vi .

Next, the proposed Sparse ACVA is used to adaptively aggregate
multi-view feature volumes into a single cost volume C;. The Sparse
ACVA is set as follows:

Ci=M(Vi, -, Vin)

= M(By,, -, Biy) 3)

N s;
= AvgPool| alBL,0 ® Bl i
( ; Z?;Si

where By; € REX(B/KxMx<H/2xW/2'stands for the batched volumes. At
various network levels, denoted as [ € {0,1,...,L}, distinct learnable
values are assigned to o; to capture the significance of the reference
view. Moreover, the normalized matching score S;/ Zfi ,S; is applied as
the source-view significance, in order to make the MVSNet to adjust to
the scene change. ® stands for the Hadamard product.

Cost Volume Regularization and Continuous Depth Estimation
A 3D convolutional neural network (CNN) is used to regularize the
aggregated cost volume pyramid {Cl}lL:0 and create the probability
volume pyramid {Pl‘est}lL:o by the sigmoid activation function. To ach-
ieve continuous depth estimation, the discrete depth estimation is
improved by the following method:

(dmax, 1 — dmin, 1)

Dy = argmax Pl est(dm,l) +

maxPl, est(dm, 1)
dm le[dmin,Ldmax,]) Ml (

4

where P, est(dl) is the probability map at depth hypothesis d;. Dy is the
depth estimation at level L argmaxgm icigminidmax Pl €st(dm,l) is the
discrete depth. (dmax,l— dmin,l)/Ml is the depth interval. maxPl,
est(dm, ) is the normalized bias.

Loss Function To achieve normalized depth residual, we modify the
generalized focal loss to oversee the dissimilarity between the predicted
probability volume P; and the ground-truth probability volume Py . The
computation of Py g involves determining the normalized depth residual
between the ground-truth depth and the discrete depth hypothesis. The
total loss is weighted as:



Q. Lietal

Applied Energy 377 (2025) 124760

Q

I~)

3

1

Iy

— g
=

- )
<

[}

8,

I,
——
FpN EE
—
-

l

Probability Volume

Depth Map

[243] /PPy

Depth Range Refinement

>
(32,3,2,1)
Iy

(16,3,1,1)

A (8,3.1,1)

—— e
mlj

[242] Jsaut,y

Do

Feature Pyramid Extraction |

Adaptive Cost Volume Pyramid Aggregation :

Cost Volume Regularization and Depth Estimation

Fig. 2. Overview of the LCM based MVSNet.

= " —pPlLgt(x) — Pl est(x)["
xe{xvalid} (5)

((1 — PL gt(x) )log(PL est(x) ) + PL, gt(x)log(PL est(x) ) )

and
L

r=> arl (6)
1=0

Depth Map Fusion Using a set of multi-view depth maps {Di}Y,
depth map is filtered in order to avoid depth outliers and enforce the
criterion of consistent views N, to ensure depth consistency. Finally, the
filtered multi-view depth maps are emerged to develop the final point
cloud model.

2.2.2. Lightweight polygonal surface reconstruction

PolyFit method is applied to develop polygonal surface reconstruc-
tion from point clouds. The PolyFit is to generate lightweight polygonal
surface models from point cloud datasets, particularly in scenarios
where the data might be noisy, incomplete, or contain outliers. The
methodology is divided into two main phases: Candidate face generation
and Face selection.

The proposed method for generating polygonal surface models from
point cloud data encompasses a multi-phase process. Firstly, in the
Candidate face generation phase, planar segments are identified utiliz-
ing the Random Sample Consensus (RANSAC) algorithm, followed by an
iterative refinement procedure to mitigate noise and outliers. These
refined planes serve as the basis for hypothesizing the object’s faces.
Subsequently, in the Face selection phase, an optimal subset of candi-
date faces is selected to form a manifold and watertight polygonal sur-
face model. This phase employs binary linear programming,
incorporating an objective function that considers data fitting, point
coverage, and model complexity, alongside hard constraints for mani-
fold and watertight properties. To tackle noise and outliers, the initial
RANSAC-based method undergoes iterative refinement, and pairwise
intersections of clipped planes are computed. The optimization-based

face selection guarantees the selection of confident faces while
adhering to specified constraints. Energy terms within the objective
function quantify data fitting, model complexity, and point coverage.
The resulting polygonal surface model accurately depicts the object
while preserving manifold and watertight characteristics, demonstrating
the method’s effectiveness even in challenging scenarios.

2.2.3. District-scale polygonal surface reconstruction

Existing approaches to urban building reconstruction aim to achieve
detailed representations and automate processes suitable for extensive
urban areas. Consequently, methods with aerial photography typically
depend on comprehensive building coverage to acquire high-fidelity
data inputs. However, the processing of such high-quality data places
significant demands on computer memory resources for executing the
reconstruction algorithms. Consequently, these methods face limitations
in their applicability to district-scale scenarios where rapid reconstruc-
tion is essential. Conversely, for BIPV deployment on individual build-
ings, detailed reconstruction of the target structure suffices. Surrounding
structures only require rudimentary profiles, devoid of intricate details,
to facilitate solar radiation access simulations.

In the dense urban environment, when scanning the surrounding
structures of the target building for reconstruction, the moving route of
the aerial scanner is always planned above the building for oblique
photography to achieve efficient scanning. Because of the limited posi-
tioning and flying space of UAVSs, the bottom-half part of vertical walls
of buildings cannot be captured by the scanners. Incomplete data make
challenge for the polygonal surface reconstruction by Polyfit.

In this study, the City3D polygonal surface reconstruction method is
used to solve the problem. The City3D is improved for the district-scale
reconstruction based on the PolyFit, introducing a method to fix vertical
facades from incomplete point clouds to fix the missing bottom part of
the building point cloud. Through the integration of these two types of
planar primitives, the building surfaces are hypothesized. The ultimate
model is then derived by selecting the optimal building surfaces via an
optimization process. To ensure the method work well, three hard rules
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are added during the optimization process, including single-layer roof
and face prior.

The method takes in a raw point cloud of an extensive urban setting
along with the associated building footprints as input. Initially, the
method collects the footprint polygon of each structure. Next, it infers
the vertical planes based on the already known structure, leading to the
formation of a height map. Following this step, contours can be collected
from the height map by the Canny detector [46], enable to estimate of
the vertical surfaces of the building. Polylines can be inferred from the
contours by an optimization method. Subsequently, a condensed
polygonal surface model is reconstructed from the point cloud model.
Finally, the 3D polygonal surface models can be obtained to show the
buildings.

2.2.4. NURBS surface model in rhino

Rhino can address both mesh and NURBS surface (Non-Uniform
Rational Basis Splines). NURBS serves as a mathematical framework for
representing 3D geometry. In essence, it provides a method for crafting
smooth, intricate shapes within 3D modeling. A NURBS surface consists
of ‘control points’ that dictate its overall form and structure. The
polygonal surface reconstruction model of the target building as an
object are input to the rhino and the object can be converted to mesh
surfaces in the rhino. The utilization of mesh for simulation within
Grasshopper often leads to the occurrence of bugs. Conversely, the
NURBS surface model exhibits flawless simulation capabilities within
Grasshopper. Consequently, it is necessary to explore a method to
convert the surfaces from mesh to NURBS surface.

The Surface Patch method is used to convert irregular mesh geom-
etries into trimmed surfaces, offering a viable solution where conven-
tional methods may fall short. The implemented process follows a step-
by-step approach, beginning with mesh deconstruction, followed by
surface fitting, subsequent trimming, and ultimately achieving accurate
surface representations. By leveraging the Patch component, which in-
terpolates surfaces through a given set of points, the method accom-
modates non-rectangular and irregular mesh boundaries, ensuring a
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comprehensive surface coverage. Furthermore, the integration of Mesh
Edges and Surface Split components enables the generation of trim
curves and subsequent surface division, facilitating the selection of the
most appropriate surface representation. This method highlights its ef-
ficacy in producing precise, trimmed surfaces from complex mesh ge-
ometries, contributing to the advancement of computational design
methodologies.

2.3. Deployment strategy

This study applied two methods to obtain the BIPV deployment
strategies. One considers economic performance of the BIPV system. The
other one considers the balance of the building energy consumption and
BIPV power generation. The analyses are conducted in grasshopper,
rhino (in Fig. 3).

2.3.1. Solar potential assessment and building energy simulation

Generally, solar potential is categorized into three distinct classifi-
cations: geographic, physical, and technical. Geographic potential
stands for the available area suitable for integrating PV panels. Physical
potential stands for the total solar radiation received by the panels.
Technical potential quantifies the electricity output achievable from the
solar PV system, factoring in its efficiency and performance
characteristics.

For the target building, the roof and vertical facades are all consid-
ered to be available for the PV deployment. The solar radiation on PV
panels is analyzed by Ladybug plugin’s Radiance engine based on the
generated 3D models, thus the computation of PV energy production can
be calculated. PSC module is employed with 15 % PCE. The conversion
efficiency from direct current (DC) to alternating current (AC) is set at
85 % [91]. The effective area of the solar cell is 0.7.

Building energy is simulated in Honeybee, a plugin of Rhinoceros
using the EnergyPlus engine. In this study, the calculation of building
energy consumption is performed for the target building. The building
function for the block is uniformly set as industrial buildings.

| NPV calcultion
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Fig. 3. Analysis workflow in grasshopper and the component developed for NPV calculation.
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2.3.2. NPV calculation

Previous studies have suggested annual solar radiation thresholds of
1000 kWh/m?/year and 800 kWh/m?/year as benchmarks for PV power
generation on building roofs and vertical envelopes, respectively. Areas
receiving annual solar radiation exceeding these thresholds are deemed
suitable for PV deployment. However, due to variations in locations,
types of PV systems, and associated costs, a fixed threshold may not
adequately guide all scenarios.

A custom Grasshopper component is created for economic feasibility
assessment based on life cycle cost analysis. The component is written
using Python, a language that supports a wide range of tasks through its
extensive library ecosystem. The component analyzes the economic
feasibility using LCCA method. LCCA serves as a methodological
approach to gauge the economic efficacy of the target system. Presently,
Grasshopper lacks a built-in capability or plugin to automate the
calculation of LCCA outcomes for BIPV systems. This investigation in-
troduces the component designed to automate the LCCA computation
process. The component comprises two sections: (1) a Grasshopper
front-end with one Grasshopper Python Script component, and (2) an
IronPython back-end. For the front-end, the power generation calcula-
tion under shadow conditions is considered based on author’s previous
research [12]. The front-end functions as a user interface, gathering user
inputs, transmitting them to the back-end, and displaying the output
parameters. The inputs include solar radiation access, BIPV area, PV
specifications, and economic parameters. Consequently, the Grass-
hopper component contains a minimal amount of Python code, acces-
sible by double-clicking a component in Grasshopper. The Python back-
end code handles all calculations and data generation. The outputs
include electricity generation and NPV.

Net Present Value (NPV) is a common metric used to illustrate the net
financial advantages of a system throughout its lifecycle. It represents
the disparity between the profits and the whole spences incurred by the
product over its lifespan. The calculation method is presented as the
following equation:

NPV = Z (CI-CO)(1 +DR)" @)
1

where C;j stands for cash inflows. Dg, n stand for discount rate and life-
time of the BIPV system.

In this study, initial investment, operation and maintenance (O&M)
cost, replacement cost, and electricity sale income are considered. For
initial investment, material cost (PSCs, inverters, and other components)
and personnel cost are considered. Generally, the personnel cost is set as
20 % of the total material cost. The O&M costs are approximated at
around 0.5 % of the initial investment per annum. Replacement costs
account for both inverter and photovoltaic solar cell replacements, with
the assumption that replacement prices match the initial purchase prices
in the first year. Electricity sale income constitutes a vital component,
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influenced by both power generation and the prevailing local electricity
prices.

3. Case study

An industrial building (Fig. 4) is in a high-density urban area of Hong
Kong (22.40°N, 114.19°E). Due to its function, the vertical facades are
minimally adorned with windows, rendering the entirety of the facade
available for the installation of PV panels. In 2021, the Government
unveiled Hong Kong’s Climate Action Plan 2050, with a primary focus
on “energy saving and green buildings” as one of key decarbonization
strategies. In this context, the government selects this building as a pilot
BIPV project. However, the surrounding environment poses a complex
challenge. The building is surrounded by high-rise residential buildings
and storehouses. Prior to implementation of BIPV, cost-optimal
deployment strategies should be analyzed to inform decision-making
for investors and officials based on the proposed automatous framework.

This study adopts a default angle of 20°. Regarding the roof avail-
ability coefficient, values typically fluctuate between 0.3 and 0.5, with
variations dependent on the land use characteristics in urban areas [50].
Given the study’s emphasis on a storehouse within the district, the roof
availability coefficient for this specific urban land use is set to 0.4.
Regarding the price of PV panels, the cost of mono-Si PV panels is
derived from prevailing market rates. Additionally, the price for the PSC
is intricately linked to the purchasing quantity of PSC and adheres to the
model outlined in existing literature [51]. The lifespan of the system is
set at 5 years. The current electricity price for distributed PV systems is
set to: 4 HK dollar for system power generation capacity equal to or less
than 10 kW; 3 HK dollar for system power generation capacity greater
than 10 kW but not exceeding 200 kW; 2.5 HK dollar for system energy
production capacity greater than 200 kW but not exceeding 1 MW. In the
context of Hong Kong, the Dy is deemed to be 4 %. Consequently, the
beginning year for LCCA calculation in this study is 2021, with the
analysis extending until 2050.

4. Results

In this section, the results are shown and analyzed based on the
proposed framework.

4.1. Viewpoints path planning

We implemented modules for area sensing, viewpoints generating,
and path planning on our UAV platform. Beginning from one point near
the target building, the UAV automatically navigates to designed load-
balanced areas based on reconstruction metrics derived from a density
map. As the UAV progresses, it gradually expands its coverage to
encompass additional building areas until reaching optimal regions. Our
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Fig. 4. (a) Location of the building. (b) The target building (star marked) and surrounding buildings. (c) The target industrial building.
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path planning strategy promotes decentralized exploration of uncharted
areas, ensuring safety during dynamic coverage operations within dense
urban environments. Once optimal regions are identified, the UAV
captures images of the building, and viewpoints are established above
the building roof. The planned aerial viewpoints for both the target
building are depicted in Fig. 5. Despite occasional instability of GPS and
localization uncertainty, the UAV successfully completed reconstruction
tasks using our proposed framework. We compared the scanning method
proposed by this study to the method proposed by [28]. Our method
employs an explore-then-exploit scanning approach and does not
require a BIM model of the target structure, addressing the issue of
inaccessible building data. In terms of data collection speed, both
methods demonstrated similar completion times. However, our
approach does not require presetting viewpoints and paths before
scanning. The 12 min include the time allocated for the UAV to auton-
omously explore and determine optimal viewpoints and paths after
takeoff.

4.2. Point cloud reconstruction

We successfully reconstructed the 3D point cloud model of the target
building and its surrounding structures using the proposed LCM-based
MVSNet, as illustrated in Fig. 6. Additionally, Fig. 7 shows the depth
maps exhibit enhanced smoothness of edges and distinct boundaries.

The results present a complete reconstruction of the target building.
Furthermore, for the surrounding buildings, most structures that influ-
ence the solar radiation access of the industrial building have been fully
reconstructed. Moreover, the data collected by the low-flying UAV yield
complete point clouds of buildings in the horizontal direction, particu-
larly on the roofs. Unlike other 3D point cloud reconstruction methods,
our approach ensures dense point clouds on vertical facades, even
capturing shallow feature information such as textures and edges. This is
attributed to the bottom-up pathway introduced in the proposed LCM-
based MVSNet, which minimizes parameter increases and accelerates
the propagation of shallow information, enhancing both depth estima-
tion and reconstruction. However, it should be noted that the southeast
wall of building 7 is absent in the model due to missing GPS signals,
resulting in the UAV’s inability to scan this area. Additionally, Fig. 8
presents aerial pictures and corresponding depth maps in eight different
perspectives. The depth maps exhibit smooth edges and sharp bound-
aries compared to the aerial images. This study also explored the per-
formance of Metashape and Colmap in reconstructing the cloud point
model of the district. Colmap failed the reconstruction task as it required
more memory to process the same number of photos. The reconstructed
point cloud result by Metashape was shown in the Fig. S1. It can be
found that the model quality is noticeably lower than that generated by
our LCM-based MVSNet. The model generated by Metashape exhibits
noticeable disproportions, influencing the assessment in the following
steps. For the reconstruction speed, LCM-based MVSNet spends 11.783
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mins on NVIDIA RTX 3090Ti GPU. On the same device, Metashape
spends 15.238 mins to reconstruct the model.

4.3. Polygonal surface reconstruction

In this step, the point cloud model of the target building was trans-
formed into a polygonal surface model using Polyfit (Fig. 8), while the
point cloud model of the surrounding structures was converted into a
polygonal surface model using City3D. Subsequently, these polygonal
surface models were imported into Rhino software and converted into
NURBS surface models.

For the generated model of the target building, a balance between
data-fitting, model complexity, and point coverage was made using the
Polyfit software. Given the completeness and uniformity of the imported
point clouds of the industrial building, the weight of point coverage
(used to address missing data due to occlusions) was set lowest among
the three factors. Data-fitting (assessing the quality of fitting faces to the
point cloud) and complexity (to prevent gaps and encourage simple
structures) were deemed more critical for the accuracy of the recon-
structed model, hence they were given higher weights. A comparison
between the actual size of the building and the size of the generated
model revealed an error of 1.54 % and 1.02 % in the building facade area
and roof area. This discrepancy can be attributed to the reference dis-
tance measured on-site and the conversion process from point clouds to
polygonal surfaces.

For the surrounding buildings, a tradeoff between fitting,
complexity, and height was made while being converted to surface
model in software City3D. The level of details of the surrounding
buildings is not important for the solar potential assessment of the target
building. The dimensions of the surrounding buildings are more
important. The height of the building 1-7 were compared with the
actual height of the buildings, shown in Fig. 8. An error occurred during
the conversion process of building 2 and building 3. The results indicate
that these two buildings were merged into a single polygonal surface
model. This issue arose due to the methodology employed by City3D,
which identifies building footprints. Given the close proximity of
building 2 and building 3, compounded by the complexity of the sur-
rounding environment, the software recognized their footprints as
belonging to a single building. Moreover, it can be found that deviation
of building 6 is far larger than other buildings. This disparity can be
attributed to a slope present in different building facades, with the
model generated according the height on the higher road side. The ab-
solute error between the elevation of the actual roof and the model roof
was found to be only 1.2 m.

4.4. BIPV deployment strategy

Based on the reconstructed NURBS surface model, the solar radiation
access of the target building was assessed in the ground-truth model and

(®) (©)

Fig. 5. Data collection. (a) Scanning by UAV. (b) Viewpoints for the industrial building scanning. (c) Route for the district scanning.
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View 8

View 7

Fig. 7. The aerial images and corresponding depth maps.

reconstructed model (Fig. 9). The average annual solar radiation access
of the target building in the true model is 345.7 kWh/m? The average
solar radiation access per year of the target building in the reconstructed
model is 371.2 kWh/m?. Also, a more accurate method is used to
identify the accuracy of the distribution of the solar radiation on each
facade. The surface models of the ground-truth model and the recon-
structed model are converted to 20,906 points with three-dimensional
coordinate and solar radiation values. The accuracy is calculated to

10

compare the solar radiation value S of the point G in the ground-truth
model and point R in the reconstructed model, whose Euclidean dis-
tance is shortest. Then iterate this computation over all points, from
where the mean value is identified as accuracy.

e = [Sr =S4 (gggl\r - glb) ®
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[NURBS surface model]

Fig. 8. The polygonal surface model and NURBS surface model. The measured heights and model heights of building.
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Reconstruction
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Fig. 9. Comparison of the solar radiation access in the true model and reconstructed model.

1
Accuracy = EZ[eHG < dle.g

reR

9

where ||-||, represents the Euclidean distance. |-| stands for point num-
ber. [-] denotes the Iverson bracket. d is the outlier rejection threshold.
The results show that the accuracy of the reconstructed model is 0.0014
kWh/m?,

Fig. 10 illustrates the solar radiation distribution of the building
envelope under varying thresholds. The design of BIPV systems is
predicated on the distribution of solar radiation. Based on the simulation
results, it was found that the average annual solar radiation on most of
the building facade is below 700 kWh/m?. Consequently, we selected an
annual solar radiation range of >200->600 kWh/m? to illustrate the
varying areas suitable for BIPV applications under different settings.

Power generation distributions of BIPV systems were computed,
alongside the calculation of NPVs under various thresholds of solar ra-
diation access for different orientations. The results substantiate the
efficacy of the framework in providing diverse BIPV layouts based on
simulated solar radiation distributions on the reconstructed model.
Moreover, the NPV of BIPV systems on each facade serves as a guiding
metric for BIPV deployment, aiding the decision-making process.
Analysis of NPV results reveals that the northeast facade is not

11

conducive to BIPV application, as substantial profits cannot be realized.
Conversely, for the southeast facade, where most areas receive over 600
kWh/m? of solar radiation, BIPV systems designed based on varying
thresholds exhibit similar NPV results, indicating that economic con-
siderations are less critical for this facade during PV panel deployment.
In contrast, on the southwest facade, NPV increases with higher solar
radiation thresholds. Lastly, for the northwest facade, areas receiving
300-500 kWh/m? of solar radiation emerge as the most suitable for PV
deployment. From the NPV results, it can be found that the southeast
facade application has a payback period of 8 years, with total benefits
reaching up to 10 M HK dollars within 30 years. For the southwest
facade, installing PSCs in areas receiving more than 600 kWh/m? can
also result in a short payback period of 8 years, with an NPV of 6.7 M HK
dollars. The northwest facade can generate 1.4 M HK dollars when PSCs
are installed in areas receiving more than 400 kWh/m?2. These NPV re-
sults are comparable to those reported in [52], which utilized a hybrid
energy system, and both studies yield results within the same order of
magnitude, proving the completeness of the PSC facade.

The proposed framework presents two solutions (as seen in Fig. 11)
for the BIPV deployment of the target building, focusing on profit
maximization and energy supply optimization. In the profit-maximizing
strategy, the objective is to maximize the NPV of the BIPV system.
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Fig. 10. Average annual solar radiation (AASR) distribution of the building envelope, power generation of BIPV systems, and NPV of BIPV in different orientation

under varying AASR setting.

According to the analysis, the entire SE facade is designated for PSC
deployment, while the NE facade is excluded. For the SW facade, BIPV
deployment is selected for areas receiving solar radiation over 608 kWh/
m? of solar radiation, while the threshold for PSC deployment on the NW
facade is set as 384 kWh/m?. Regarding energy supply, this study targets
to fulfill 50 % of the building’s energy demand through the BIPV system
as a corresponding solution. The entirety of the SE facade is allocated for
PSC deployment, and the threshold for PSC deployment on the NE
facade is set as 292 kWh/m?. For the SW and NW facades, BIPV should
be deployed on areas receiving solar radiation over 336 kWh/m? and
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324 kWh/m? respectively.

5. Discussion

In the 3D modeling, errors come from the generation and conversion
process. It’s crucial to recognize that any conversion process will inev-
itably entail a trade-off between accuracy, speed, or usability of the
resulting output. It should be noted that this framework is not suitable
for the building with curved surfaces. For curved surface, the differences
in the construction methods of meshes and surfaces present certain
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Strategy 2 | Energy Supply

Fig. 11. BIPV layout strategies based on the proposed framework.

challenges when attempting to convert between the two. While con-
verting polygonal surface to NURBS surface, the resulting NURBS sur-
face is clearly an approximation of the original polygonal surface. The
primary challenge arises from the fact that meshes and surfaces utilize
distinct 3D reference points for generating their geometry: vertices for
meshes and control points for surfaces. This discrepancy in reference
points can lead to noticeable deviations, particularly depending on the
source mesh and the method of surface subdivision. In this study, the
polygonal surface models generated by Polyfit and City3D can only be
flat, fitting in with the requirement of subsequent simulations and
avoiding the errors incurred from the conversion process. But for
buildings with curved envelope, the conversion error becomes a major
concern. Although the processes of point cloud reconstruction and
polygonal surface reconstruction both show errors, they have little in-
fluence on the final assessment of BIPV system based on generated 3D
models.

In this study, we used Polyfit to generate the surface model of the
industrial building and also compared its performance with other ap-
proaches, including DualCont [53] and ManBox [54]. PolyFit was
adopted as it presents an effective balance between accuracy and
compactness. The accuracy and compactness are most important for the
target building reconstruction to conduct deployment strategy assess-
ment. It shows the bottlenecks only when encountering computation for
large complex objects, which rarely become targets for BIPV applica-
tions. PolyFit is therefore selected to complete the framework. For
Dualcont, the model generated by Dualcont shows a relatively larger
numbers of faces, which likely increase the error in the conversion from
polygonal surfaces to NURBS surfaces. For ManBox, it is unstable in
reconstructing the building structures, resulting in larger deviations. For
the surface model reconstruction of surrounding structures, City3D is
used for the reconstruction of building surfaces. One shortcoming is that
the program can only address building footprint data. Before importing
the point cloud model to City3D, the point cloud model is required to
extract the building roof information, which adds to the complexity of
the process.

In the future work, we will develop a fully autonomous end-to-end
approach to convert the scanning aerial images directly to surface
model, which could help to improve the accuracy of the modeling pro-
cess. Then, the reconstruction approach will be packaged as a software
tool to provide an easy operation workflow. Also, for the economic
feasibility of BIPV deployment strategy, we will integrate more eco-
nomic indicators (levelized cost of energy [9], discounted payback
period [18], and internal rate of return [13]) into the grasshopper
component to provide more information to support decision-making.
Moreover, more constrains will be considered from the perspective of
society and environment in the modeling process. The environmental
impacts of the proposed BIPV strategies will be assessed by life cycle
assessment [55]. And an immersive VR like research [56] will be
developed to collect the opinions of local citizens on the BIPV strategies.
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6. Conclusions

This study developed an autonomous framework to provide BIPV
deployment strategies for decision making in early design stage. The
framework has three steps, including data collection, 3D modeling, and
deployment strategy. The framework was applied in an industrial
building in Hong Kong to validate the effectiveness.

For data collection, an open-source unmanned aerial vehicle plat-
form was produced to execute an innovation explore-then-exploit al-
gorithm for viewpoints generation, and path planning. The results
showed the method can ensure comprehensive coverage of the target
buildings and enables online data collection without the necessity of a
pre-existing 3D model of the target structure.

Based on the collected data, the point cloud models of the target
building and surrounding structures were built by a unique deep
learning-based multi-view stereo network to realize precise and rapid
reconstruction. The results presented a complete point cloud recon-
struction of the target building. The depth maps exhibited smoother
edges and sharper boundaries compared to the aerial images.

These models were then converted into polygonal surface models,
then into NURBS surface model, which was simulated in grasshopper to
obtain solar radiation distribution of the building envelope. The results
indicated a 7.6 % discrepancy between the value of average annual solar
radiation access of the target building in the true model and that in the
reconstructed model. Furthermore, the accuracy of the solar radiation
distribution in the reconstructed model was analyzed by a Euclidean
distance method. The framework showed that the accuracy of the annual
solar radiation distribution is 0.0014 kWh/m?,

Moreover, a novel component in Grasshopper was developed to
assess the economic performance of various BIPV layouts by life cycle
cost analysis. Based on the analysis results, two potential BIPV deploy-
ment strategies from the perspective of profits and energy supply were
provided to support the decision-making process. The findings of this
study carry significant implications for the design and deployment of
BIPV systems within urban landscapes, marking a crucial stride towards
fostering the development of sustainable and low-carbon cities.
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