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Learnable Cost Metric-Based Multi-View Stereo
for Point Cloud Reconstruction

Guidong Yang

Abstracit—3-D reconstruction is essential to defect lo-
calization. This article proposes LCM-MVSNet, a novel
multi-view stereo (MVS) network with learnable cost met-
ric (LCM) for more accurate and complete dense point
cloud reconstruction. To adapt to the scene variation
and improve the reconstruction quality in non-Lambertian
low-textured scenes, we propose LCM to adaptively ag-
gregate multi-view matching similarity into the 3-D cost
volume by leveraging sparse point hints. The proposed
LCM benefits the MVS approaches in four folds, includ-
ing depth estimation enhancement, reconstruction qual-
ity improvement, memory footprint reduction, and com-
putational burden alleviation, allowing the depth infer-
ence for high-resolution images to achieve more accu-
rate and complete reconstruction. In addition, we improve
the depth estimation by enhancing the shallow feature
propagation via a bottom-up pathway and strengthen the
end-to-end supervision by adapting the focal loss to re-
duce ambiguity caused by sample imbalance. Extensive
experiments on three benchmark datasets show that our
method achieves state-of-the-art performance on the DTU
and BlendedMVS dataset, and exhibits strong generaliza-
tion ability with a competitive performance on the Tanks
and Temples benchmark. Furthermore, we deploy our LCM-
MVSNet into our UAV-based infrastructure defect inspec-
tion framework for infrastructure reconstruction and de-
fect localization, demonstrating the effectiveness and ef-
ficiency of our method. More experiment results can be
found in the Appendix at https:/github.com/CUHK-USR-
Group/TIE_Appendices/blob/main/TIE_Appendix.pdf.

Index Terms—Defect inspection, depth estimation, diag-
nosis and monitoring, intelligent system, multi-view stereo
(MVS), reconstruction, unmanned aerial vehicle (UAV).
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|. INTRODUCTION AND LITERATURE REVIEW

ULTI-VIEW stereo (MVS) aims to recover the dense

3-D representation of the scene leveraging stereo corre-
spondences as the main cue given calibrated 2-D images from
multiple views (more than two views), essentially equivalent
to solving the pixel correspondences across multi-view images.
Recently, learning-based MVS approaches [1], [2], [3], [4], [5],
[6], [7], [8], [9] have significantly outperformed the traditional
counterparts in MVS benchmarks [10], [11], [12], [13]. Deep
MYVS approaches decouple the MVS into a two-stage process:
learning-based depth map estimation and depth map filtering
and fusion. Compared to the handcrafted photometric measures
in traditional approaches, deep MVS approaches encode scene
cues, such as reflective priors and illumination changes into the
network by adopting powerful feature extraction and cost vol-
ume representation to achieve superior reconstruction accuracy
and completeness. Despite the superiority of the learning-based
MYVS approaches, the following improvements can be made to
further boost the overall reconstruction quality.

Most learning-based methods [1], [2], [3], [4], [5], [6], [7],
[8], [9] use feature pyramid network (FPN) to extract multiscale
features for constructing cost volume pyramid. We observe that
these methods suffer from oversmoothing depth estimation (see
Fig. 5 of the Appendix) around the object boundaries due to
the lack of shallow feature information containing low-level
features, such as local textures and edges. To tackle this issue,
we introduce a bottom—up pathway with negligible parameter
increases to shorten the propagation of shallow information,
shown to be conducive to both depth estimation and reconstruc-
tion.

Based on multi-view deep features, learning-based methods
construct the cost volume [14] to encode scene context and
geometries into the network, where the cost volume is a 3-D vol-
ume (depthx height x width) measuring the multi-view feature
matching cost between the reference and source-view feature
maps along the depth. The cost volume is then regularized to
produce the depth map estimation. Effective cost volume aggre-
gation is crucial to ensure multi-view photo consistency. Recent
learning-based MVS approaches adopt two types of schemes
for cost volume aggregation: heuristic and learning-based. The
heuristic cost volume aggregation [1], [15] assigns equal signifi-
cance to each of the multi-view feature volumes to aggregate the
cost volume, ignoring the scene variation among different views.
The learning-based cost volume aggregation generally applies
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an additional reweight network to learn the pixelwise weight [4],
patchwise weight [16], channelwise weight [17], or voxelwise
weight [5], [8], [18] for cost volume aggregation. However, the
additional reweight network imposes a computational burden
and ignores the intrinsic correspondences between multi-view
images. To address the aforementioned limitations, we propose
the learnable cost metric (LCM) scheme to achieve a tradeoff
between heuristic and learning-based cost volume aggregation.
Heuristic aggregation methods ignore the scene variation among
different views. Nevertheless, we observe that images from
different views have pixel differences caused by illumination
changes, occlusions, and image content variations. Moreover,
the source image near the reference view without occlusion
can offer more accurate photometric and geometric information
than a far one with partial occlusion. Based on this observation,
LCM computes the per-view significance to account for per-
view scene variation. To alleviate the memory consumption and
computational burden imposed by learning-based aggregation
methods, LCM scheme introduces the sparse point hints of the
scene from SfM into the aggregation process to directly compute
the source-view significance and learn the reference-view signif-
icance from the training data. The resulting LCM scheme adapts
to multi-view scene variation and concurrently alleviates the
computational burden. Abiding by the LCM scheme, we present
two LCM modules including coarse-to-fine LCM and efficient
LCM, both effectively improving the accuracy and completeness
of the depth estimation and reconstruction, while the former one
is more accurate and the later one is more efficient. Meanwhile,
the proposed modules are adaptive to an arbitrary number of
input views, independent of the order of input views, scalable to
large-scale scenarios, and complementary to cost volume-based
MYVS approaches.

Most recent learning-based MVS methods adopt two types of
loss functions for end-to-end training: L, loss [1], [3], [7] and
cross entropy loss [2], [19], [20]. We find that the regression-
based L; loss represents the mean absolute error between the
ground truth and regressed depth values, leading to imbalance
between the single target depth and multiple possible sets of
weight combination. And the classification-based cross entropy
loss supervises the cross entropy between the ground truth and
classified probabilities, resulting in discretized depth estima-
tions. To alleviate the imbalance and achieve continuous depth
estimation, we adapt the focalloss [8], [9], [21], [22] in the object
detection field to the MVS task to supervise the cross entropy
between the estimated depth bias and ground-truth depth bias
in a continuous manner, shown to achieve more accurate and
complete depth estimation and dense point cloud reconstruction.

To this end, we present a novel MVS network with LCM
for depth estimation, termed as LCM-MVSNet. Our network
follows the coarse-to-fine framework [3] to further boost the
depth estimation and reconstruction performance, concurrently
reduce the memory footprint and speed up the inference. The
network takes as input the multi-view images and outputs per-
view depth map pyramid, from which the depth map at the finest
level is taken as the final output. Multi- View depth maps filtering
and fusion are then conducted to obtain the dense point cloud
reconstruction. Extensive experiments show that our method
achieves state-of-the-art performance on the DTU [10] and
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Fig. 1. Our UAV-based infrastructure defect inspection framework for
defect localization.

BlendedMVS [13] datasets, and exhibits strong generalization
ability on the Tanks and Temples [11] benchmark. Systematic
ablation experiments further verify the effectiveness of each
component of our method.

To show the practicality and robustness of our method, we
deploy our method into our proposed UAV-based infrastructure
defect inspection framework for infrastructure reconstruction
and defect localization, with crack as our research target. As
shown in Fig. |, our inspection framework comprises unmanned
aerial system (UAS), defect detection system [23], proposed
MVS method (green block), and defect localization system. The
UAS with advanced motion planning and control algorithms is
developed to autonomously collect close-range high-resolution
visual images of the target infrastructure. Then, the images are
processed via the defect detection system for defectidentification
and the proposed MVS method for 3-D reconstruction, respec-
tively. Finally, the detected defects are localized and registered
into the reconstructed 3-D model of the target infrastructure
through geographic information. Our UAV-based infrastructure
defect inspection framework applies to multiscale scenarios due
to the flexible scalability of our proposed MVS method.

The rest of this article is organized as follows. Our MVS
methodology is illustrated in Section II, followed by Section III
detailing the experiments on the standard MVS benchmarks.
Section IV presents the real-world application for UAV-based
infrastructure defect inspection. Section V discusses the limita-
tions of the proposed method. Finally, Section VI concludes this
article.

Il. METHODOLOGY OF MVS

In this section, we illustrate our two-stage MVS method for
automated point cloud reconstruction: LCM-MVSNet for depth
inference, depth map filtering and fusion strategy for the point
cloud generation. Fig. 2 depicts the outline of the network, taking
as input multi-view images {I; € ROT*WN "of the scene
from N + 1 views with known camera parameters, where I
represents the reference image, {I;}Y ; denotes N neighboring
source images, and C, H, W is the channel number and spatial
dimension of the input image, respectively. The network infers
the depth map Dy, for the reference image Iy, where each image
I, from {I;}} is iteratively treated as the reference image.
The estimated depth maps {D;}¥ are then filtered and fused
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Overview of our proposed LCM-MVSNet (see Appendix for best

to generate the point cloud reconstruction. In the following,
we successively detail each component of our method: feature
pyramid extraction, adaptive cost volume pyramid aggregation,
cost volume regularization and depth estimation, loss function
for optimization, and depth map filtering and fusion strategy.

A. Feature Pyramid Extraction

Most recent learning-based methods [7], [8], [9] adopts the
coarse-to-fine depth estimation strategy and utilizes FPN to
extract multiscale image features for constructing cost volumes
at different resolutions. We observe that these methods suf-
fer from oversmoothing depth estimation (see Fig. 5 of the
Appendix) around the object boundaries due to the lack of
shallow feature information containing low-level features, such
as local textures and edges, we hence enhance the shallow
feature information flow by introducing a bottom—up pathway
to augment the propagation of low-level features and enlarge
the receptive field to incorporate global context information for
more accurate and robust feature matching under low-textured
regions. Our feature pyramid extraction network takes as input
multi-view images {I;}, and output (L + 1)-level feature
pyramids {f; ; € RF*H/2XW/2A L “for each image 1;, where
[ represents the level ordinal, [ = L is the coarsest level, [ = 0
is the finest level, Fj is the channel number of the feature map
atlevel [, H/2' and W /2 is the height and width of the Ith level
feature map downsampled to 1/2! of the original input image
resolution, respectively.

Specifically, the network comprises 20 convolutional layers,
including 16 layers for FPN [3], and four layers for bottom—up
path augmentation (BPA), please refer to Fig. 2 for detailed layer
settings of BPA where (A, B, C, D) denotes channel number,
kernel size, stride, and padding size, respectively. We replace
batch normalization with in-place activated batch normalization
(ABN) to reduce memory footprint in acomputationally efficient
way [24]. L is set to 3 to construct a 3-level (3-stage) feature
extraction network. The spatial resolution of feature pyramid
atlevel [ =0,1,2is H x W, H/2 x W/2, and H/4 x W/4,
respectively. Fj is set to 8, 16, 32 for [ = 0, 1, 2, respectively, to
build up the Fj-level pixel descriptors for encoding the origi-
nal neighboring information, preventing the subsequent dense
matching from losing useful context information. Systematic

ablation experiments in Section III-C show that the BPA can
improve the depth estimation and reconstruction quality.

B. Adaptive Cost Volume Pyramid Aggregation

The next step is to encode the extracted image features
{f,; € REH/ZXW/2AN = of (N 4 1)-view images {L;}Y,
and camera parameters into the network for multi-view feature
volumes construction and cost volume aggregation.

For level [, we uniformly sample (M; + 1)-layer depth hy-
potheses in 3-D space from the depth range [dmin i, @max,i] for
the reference camera frustum

dmax,l - dmin,l

Am, =
il M,

dmin,l +m (1)
where diin 1, dmax,; represents the minimum and maximum depth
atlevel , respectively, m € {0, 1,. .., M;} stands for the sample
index of depth hypothesis where its normal vector ng is the prin-
cipal axis of the reference camera, and M; + 1 is the total sample
number of depth hypotheses at level /. Notably, the depth range
[dmin, L, dmax,1.] Of the coarsest level | = L is predefined and
the depth range [dmin,, dmax,i] for the finer level is dynamically
determined by centering the depth range at the depth estimation
(detailed in Section II-C) of the previous level, concurrently
reducing depth interval and sample number [3]. Please refer
to Section III-B of the Appendix for the coarse-to-fine depth
estimation strategy.

With sampled depth hypotheses, source-view feature volumes
are constructed in the 3-D space through differentiable homog-
raphy by warping the extracted 2-D source-view image features
into the reference camera frustum. For level [, the homography
matrix H;(d,, ;) between ith source-view feature map and ref-
erence feature map at depth d,, ; is defined as follows:

(Co — Ci)nf
dm l

)

H;(dm,1) = KiR; (I - ) R (Kp)™ @
where I € R3*3 is the identity matrix, {K!, R;} € R**3 refers
to the scaled camera intrinsic at level [ and rotation matrix
of the ith source view respectively, and C; € R®*! is inho-
mogeneous coordinates of the camera center of the ith source
view. K}, Ry, Cy refer to counterparts of the reference view.
ng denotes the principal axis of the reference camera and T’
stands for the matrix transpose. The warping process is then
achieved by differentiable bilinear interpolation to sample the
source-view image features {f;; € RFUXH/2XW/2AN ingo
the reference view to generate source-view feature volumes
{V,; € RE<M xH/2!xW/2! } . The reference volume V, o €
RExMix H/2!xW/2! g acquired by repeating the reference-view
image features f; o € REV<H/2xW/2! M, times. Please refer to
Section III-C of the Appendix for the graphic demonstration of
the cost volume construction.

To adapt to the arbitrary number of input views,
the next step is to aggregate (N + 1)-view volumes
{Vy; € RFEMxH/25W/2N - into a single cost volume
C € RFLexMixH/2XW/2 for multi-view feature matching
similarity measurement. This process can be defined as a
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mapping function M :RY x ... x RV — RYe,  where
—_————
N
Vi=F x My x H2 x W/2! and V.= F.x M x

H/2' x W/2!. The heuristic cost volume aggregation scheme
assigns equal significance to the reference view and each source
view when aggregating cost volume, with the assumption
that volumes of all views contribute equally to the 3-D cost
volume. Nonetheless, we observe that images from different
views have pixel differences caused by illumination changes,
occlusions, and image content variations. Thus, feature volumes
from different views should contribute differently to the cost
volume aggregation. As the depth map of the reference image
needs to be inferred, its image features should be critical to
the cost volume aggregation process. Furthermore, the source
image near the reference view without occlusion can offer more
accurate photometric and geometric information than a far one
with partial occlusion. Based on this important observation,
we propose the learnable cost metric (LCM) scheme for cost
volume aggregation: the reference-view significance is learned
from the training data and the corresponding normalized
matching score is adopted as the source-view significance to
make the network adaptive to the input scene variation, where
the matching score measuring the feature similarity between the
source image and reference image is computed by utilizing their
common sparse points obtained through the structure from mo-
tion (SfM). In the following, we introduce two modules abiding
by the LCM scheme: coarse-to-fine LCM and efficient LCM.

Coarse-to-fine LCM: The coarse-to-fine LCM module at net-
work level [ is defined as follows:

Ci=MV0,...,Vin)

=aq(Vip—V)>+ Y ——
; Zivzl Si

where C; € RF*MixH/2'xW/2! renresents the cost volume, N
represents the number of input views, oy, 1 € {0, ..., L} is the
level-dependent learnable significance of the reference view. V;
is the mean of (N + 1)-view volumes {V;; }¥ ). {S; }}¥ | repre-
sents the matching score between ith source image {I;}¥ ; and
the reference image Iy, and {S;}, is computed by leveraging
common sparse points from SfM process, the computational
procedure is detailed in the Appendix.

Specifically, coarse-to-fine LCM first compute the mean vol-
ume V; and measure the per-view feature differences (V;; —
V)2. Then, coarse-to-fine LCM abides by the coarse-to-fine
framework by setting different learnable a; at different level
1 €{0,1,..., L} of the network, expecting the network to learn
the significance of the reference-view feature differences from
the training data. The level-dependent a; enables the cost volume
aggregation to adapt to network levels for more accurate multi-
view matching similarity measurement. We set the normalized
matching score 2 5 as the significance of each source-view

(Vii=Vi)? )

feature differences to make the network adaptive to the input
scene variation. This adaptability is attributed to the intrinsic
nature of the matching score {S;}Y,, as its computational
process relies on the common sparse points hints between the
reference image and source images. The common sparse points

are obtained from the SfM process, taking the raw image repre-
sentations of the scene into consideration where the illumination
changes, occlusions and image content variations are better
revealed. Consequently, the matching score {S;}¥ | varies and
adapts to different input scenes, enhancing the generalization
ability of the network by improving the depth estimation and
overall reconstruction quality.

Efficient LCM: The efficient LCM at network level [ is defined
as follows:

Cl = M(Vl,07 ..
- M(Bl,o, .

. 7Vl,N)
. BinN)

N
Si
= AvgPool [ /B; o ® E —~ = Bui )
i=1 Zi:l Si

where By ; € REX(Fi/K)xM, < H/2'xW/2" grands for the batched
volumes after evenly separating the original volumes V7 ; into
K batches along the channel dimension. Similar to the coarse-
to-fine LCM, we set different learnable «; at different level
1€{0,1,..., L} of the network to learn the reference-view sig-
nificance and set the normalized matching score > ch 5 as the
source-view significance to adapt to the scene variation. Then,
we adopt Hadamard product ® to merge multi-view weighted
volumes and apply average pooling along the channel dimen-
sion to compute the multi-view feature matching similarity for
obtaining the cost volume C; € RE*MixH/2'xW/2' compared
to the square sum operation, the Hardmard product and average
pooling can significantly reduce the memory footprint and speed
up the inference time. By setting K as a small positive integer
(such as 2, 4, 8), the channel number of the cost volume can
be compressed, further shrinking the memory consumption and
alleviate the computational burden both in the cost volume
aggregation process and subsequent regularization based on 3-D
CNN.

Systematic ablation experiments in Section III-C demon-
strates the effectiveness and efficiency of the proposed coarse-
to-fine LCM and efficient LCM, they both outperform the heuris-
tic and learning-based cost volume aggregation schemes by
achieving more accurate and complete depth estimation and
point cloud reconstruction.

C. Cost Volume Regularization and Depth Estimation

Following recent learning-based MVS methods [3], [7], [9], a
four-scale 3-D CNN is adopted to regularize the aggregated cost
volume pyramid {C;}/-, and output probability volume pyra-
mid {P; e}, through sigmoid activation. Here, we replace the
softmax activation with sigmoid for greater numerical stability
when combined with the focal loss [21], [22]. For level [, the
per-pixel depth estimation is achieved via the winner-take-all
operation to get the discrete depth estimation. To get continuous
depth estimation, we further refine the discrete depth estimation
with the estimated bias between the target depth and discretized
depth

Dy = arg max

Ay, 1 €[dmin, 1 »dimax, 1]

Pl,est(dm,l)

discrete depth
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(dmax,l - dmin,l)
M,

depth interval

+ max Pl,est(dm,l) (&)
———— —

normalized bias

estimated bias

where P o (dy,,;) is the probability map at depth hypothesis
.1, Dy e 18 the depth estimation at level I. Note that the depth
estimation Dy at the finest level is taken as the output.

D. Loss Function

Most recent learning-based MVS approaches [3], [7], [25] use
Soft-argmin operation to learn a weight combination of discrete
depth hypotheses and get the depth estimation. L; loss is adopted
to minimize the mean absolute distance between regressed Dy
and ground-truth depth D;. However, the imbalance between
the single target depth and multiple possible sets of weight
combination imposes ambiguity to the learning process [8],
[9]. To alleviate this ambiguity, we adapt focal loss [8], [9],
[21], [22] into the MVS training to directly supervise on the
probability volume by extending the binary cross entropy into
its complete form and generalizing the scaling factor into the
absolute difference between the estimated Py and ground-truth
probability volume Py, defined as the normalized bias between
the ground-truth depth and the discrete depth hypotheses. For
network level [, the adapted focal loss is as follows:

Li= Y —BIPu(x) = Prea(x)|"

XE {xvalid }

(1= Prg(x))log(l = Ppes(x)) + Pra(x) log(Pz,est(X)()6))

where P; . (x) is the estimated probability volume at pixel x
from set {Xy,4} denoting the set of pixels with valid ground
truth, 5; and -; is the tunable balancing and focusing parameter
at level [, respectively. The total loss function is defined as the
weighted sum of the per-level loss £;

L
L= nL (7)
=0

where A; denotes the loss weight at level [. Systematic abla-
tion experiments in Section III-C show that the adapted focal
loss effectively boosts the depth estimation and reconstruction
quality.

E. Depth Maps Filtering and Fusion

Depth maps filtering and fusion are conducted to fuse the
estimated multi-view depth maps {D;}Y into the final 3-D
point cloud. For depth map filtering, we impose photometric
and geometric constraints by setting the probability threshold
7 to discard depth outliers and the number of consistent views
N, to reduce the depth inconsistency, respectively, where the
photometric constraint estimates the multi-view matching qual-
ity and geometric constraint represents the multi-view depth
consistency. After filtering, we fuse the estimated depth maps
into the final 3-D point cloud as previous works [7], [8], [9].

[ll. EXPERIMENTS ON THE BENCHMARK DATASETS

In this section, we first demonstrate the effectiveness and
superiority of our LCM-MVSNet on multiple MVS benchmarks
including: DTU [10], [26], BlendedMVS [13], and Tanks and
Temples [11]. We then conduct extensive ablation experiments
to verify the effectiveness and efficiency of the method compo-
nents. Finally, we show the scalability of our method in terms
of domain and scale adaptability.

A. Datasets and Evaluation Metrics

Datasets: We train our LCM-MVSNet on the DTU training
set and then evaluate it on the DTU evaluation set for quantitative
benchmarking of the reconstruction performance. To benchmark
the reconstruction performance on the Tanks and Temples, we
further fine-tune the trained model on the BlendedMVS training
set with more complex scene variations and diverse camera
trajectories to improve the generalization ability. As our network
is dedicated to depth map estimation, we also benchmark the
depth map estimation quality on the BlendedMVS validation
set.

Evaluation metrics: 1) Reconstruction performance—DTU
adopts accuracy and completeness of MVS reconstruction in
mean error distance metrics (mm, lower the better), while the
Tanks and Temples utilizes the percentage metrics (%, higher
the better). To acquire a summary measure of accuracy and
completeness, the DTU and the Tanks and Temples dataset uses
the arithmetic mean (termed as overall score) and the harmonic
mean (termed as F-score) of them, respectively. 2) Depth estima-
tion performance—BlendedMVS adopts end point error (EPE),
1-threshold error ey, and three-threshold error es to measure
the depth estimation quality. Please refer to the Appendix for
more detailed illustration on datasets, evaluation metrics, and
implementation details.

B. Benchmark Performance

Benchmark on DTU dataset: We benchmark our method on
the DTU evaluation set and conduct a comprehensive compar-
ison with traditional (geometric) and state-of-the-art learning-
based MVS approaches. We follow the standard evaluation pro-
cedure [10] for quantitative benchmark and summarize the mean
error distance metrics (in mm, lower the better) including recon-
struction accuracy, completeness, and overall score, as shown
in Table I. With different settings, including the changes of N,
7, and N, (detailed in the Table II of the Appendix), our method
performs an excellent tradeoff between the reconstruction accu-
racy and completeness. It achieves the best performance in terms
of the accuracy, completeness, and overall score compared with
the existing traditional and learning-based methods, indicating
the state-of-the-art performance of our method. We qualitatively
compare the depth estimation and reconstruction results of sev-
eral reflective and low-textured scenes with illumination changes
on DTU evaluation set in Figs. 3 and 4, respectively, where
our method achieves more complete depth estimation and dense
point cloud reconstruction with fine-grained details preserved
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TABLE |
QUANTITATIVE BENCHMARKING RESULTS ON DTU EVALUATION
SET(W x H = 1152 x 864)

Mean error distance

Methods Year
ACC. | (mm) Comp. | (mm) Overall | (mm)
Gipuma [27] 2015 0283 0873 0578
COLMAP [28], [29] 2016 0400 0.664 0532
MVSNet [1] 2018 0396 0527 0.462
R-MVSNet [2] 2019 0385 0459 0422
AUMVS [17] 2020 0383 0329 0356
CasMVSNet [3] 2020 0325 0385 0355
AA-RMVSNet [5] 2021 0.376 0.339 0357
EPP-MVSNet [6] 2021 0413 0.296 0355
PatchMatchNet [30] 2021 0427 0277 0352
Vis-MVSNet [4] 2022 0369 0361 0365
TerMVs! [31] 2022 0373 0354 0363
IS-MVSNet [32] 2022 0351 0359 0355
BH-RMVSNet [20] 2022 0368 0303 0335
CDS-MVSNet! [7] 2022 0365 0281 0323
UniMVSNet! [8] 2022 0364 0279 0321
TransMVSNet! [9] 2022 0360 0271 0316
NP-CVP-MVSNet [33] 2022 0356 0275 0315
MVSTER' [34] 2022 0350 0276 0313
CostFormer [35] 2023 0378 0313 0345
DSC-MVSNetf [36] 2023 0316 0372 0344
IGEV-MVS! [37] 2023 0331 0316 0324
N2MVSNet [38] 2023 0336 0.295 0316
DispMVS [39] 2023 0354 0324 0339
Ours (N = 5,7 = 0.3, No = 6) 0.262 0539 0401
Ours (N = 5,7 =0 =5) 0285 0427 0356
Ours (N = 7,7 = 0.1, N. = 4) 0317 0323 0320
Ours (N = 5,7 =0 =3 0368 0263 0315
Ours (N = 7,7 = 0.1, No = 3) 0364 0.262 0313

%The | means that the smaller value indicates the better MVS performance.
T Re-evaluated in the same platform as ours by utilizing the released optimal checkpoints.

Reference Image CasMVSNet UCSNet TransMVSNet Ours

Fig. 3. Qualitative comparison of the depth map estimations on
Scan13 (1st row) and Scan33 (2nd row) of the DTU evaluation set.

CasMVSNet

UCSNet CDS-MVSNet Ours Ground Truth

Fig. 4. Qualitative comparison of the point cloud reconstruction of
Scan12 (1st row), Scan13 (2nd row), and Scan77 (3rd row) on the DTU
evaluation set.

benefiting from the proposed LCM scheme, qualitatively veri-
fying the quantitative comparison results.

Benchmark on Tanks and Temples dataset: We benchmark
our method on both the intermediate set and the advanced set of
the Tanks and Temples benchmark and report the F-score (in %,
higher the better) in Table II. Our method achieves competitive
reconstruction performance compared to the state of the arts,
demonstrating the effectiveness and strong generalization ability
of our method on both indoor and outdoor scenes. The visualiza-
tion of the reconstruction errors, as shown in Fig. 5, indicates the
superiority of our method in comparison to the state of the arts.

BH-RMVSNet

CasMVSNet EPP-MVSNet TransMVSNet Ours

Fig. 5. Visualization of the reconstruction errors of the four scenes
including family, francis, auditorium, and courtroom on the Tanks and
Temples benchmark. 7 is the per-scene point distance threshold defined
by the benchmark and darker color indicates a larger reconstruction
error with respect to 7.

Notably, our method underperforms when reconstructing several
scenes with strong backlight or slim structures, we analyze the
specific reason in the Appendix.

Benchmark on BlendedMVS dataset: To further demonstrate
the superiority of our method for accurate depth map estima-
tion, we quantitatively compare our method with state-of-the-art
methods on the BlendedMVS validation set. We adopt the orig-
inal input image resolution 768 x 576 and set the number of
input views to 5 for all methods to ensure a fair comparison. As
shown in Table 111, our method obtains impressive results with
the lowest EPE, e, and e3, showing the ability of our method
for inferring high-quality depth maps.

C. Ablation Study

In this section, we conduct systematic ablation experiments
to analyze the effectiveness and efficiency of each component
of our method. All the ablation experiments are conducted on
the DTU evaluation set. Please see more ablation studies (BPA,
experimental settings) in the Appendix.

Baseline method: CasMVSNet [3] has been serving as the
baseline method for almost all the state-of-the-art methods [6],
[71, [8], [9] as it proposes the cascade coarse-to-fine cost volume
formulation to allow the high-resolution depth map estimation
and point cloud reconstruction. To fairly compare with the
state of the arts and show the effectiveness of our proposed
method components, we adopt CasMVSNet as our baseline
method, which applies FPN for feature extraction, the heuristic
variance-based scheme for cost volume aggregation, and L loss
for optimization.

Bottom—up path augmentation: As aforementioned, we intro-
duce the BPA to augment the propagation of low-level features
and incorporate more context information for robust feature
matching and continuous depth estimation. Benefiting from
BPA, Model A addresses the oversmoothing depth estimation
(see Fig. 5 of the Appendix) around the object boundary and
improves the reconstruction completeness (0.370 — 0.344) and
overall score (0.367 — 0.354).

LCM modules and adapted focal loss: Based on Model A, we
adopt the proposed coarse-to-fine LCM (Model B), efficient LCM
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TABLE Il
QUANTITATIVE BENCHMARKING RESULTS ON THE TANKS AND TEMPLES BENCHMARK

F-score 1 (%)
Methods Year
Intermediate set Advanced Set
Mean Fam. Fra. Hor. Lig. M60 Pan. Pla. Tra. Mean Aud. Bal. Cou. Mus. Pal. Tem.

Colmap [28], [29] 2016 42.14 50.41 2225 25.63 56.43 44.83 46.97 48.53 42.04 27.24 16.02 2523 34.70 41.51 18.05 27.94
R-MVSNet [2] 2019 48.40 69.96 46.65 3259 4295 51.88 48.80 52.00 4238 2491 12.55 29.09 25.06 38.68 19.14 24.96
CasMVSNet [3] 2020 56.84 76.37 5845 46.26 55.81 56.11 54.06 58.18 49.51 312 19.81 38.46 29.10 4387 27.36 28.11
AuMVS [17] 2021 60.05 73.90 62.58 44.08 64.88 56.08 59.39 63.42 56.06 31.93 15.96 21.71 37.99 52.01 29.07 28.84
PatchMatchNet [30] 2021 53.15 66.99 52.64 43.24 54.87 52.87 49.54 5421 50.81 3231 23.69 37.73 30.04 41.80 2831 3229
AA-RMVSNet [5] 2021 61.51 71.77 59.53 51.53 64.02 64.05 59.47 60.85 55.50 33.53 20.96 40.15 32,05 46.01 29.28 327
EPP-MVSNet [6] 2021 6168 7786 6054 5296 6233 6169 6034 6244 5530 | 3572 2128 3974 3534 4921 3000 3875
NP-CVP-MVSNet [33] 2022 59.64 78.93 64.09 51.82 59.42 58.39 55.71 56.07 52.71 - - - - - - -
Vis-MVSNet [4] 2022 60.03 77.40 60.23 47.07 63.44 6221 57.28 60.54 5207 3378 20.79 3877 3245 44.20 28.73 37.70
TterMVS [31] 2022 56.94 76.12 55.80 50.53 56.05 57.68 5262 55.70 50.99 34.17 25.90 38.41 3L16 4483 29.59 3515
CDS-MVSNet [7] 2022 61.58 78.85 63.17 53.04 61.34 62.63 59.06 62.28 5230 - - - - - - -
BH-RMVSNet [20] 2022 61.96 78.62 62.73 51.21 62.13 63.59 61.09 60.85 55.50 34.81 2579 40.09 34.50 44.89 29.08 3451
IS-MVSNet [32] 2022 62.82 79.92 62.05 5254 62.68 63.65 62.57 62.94 56.21 34.87 20.54 39.88 33.07 4773 30.12 3791
TransMVSNet [9] 2022 63.52 80.92 65.83 56.94 62.54 63.06 60.00 60.20 58.67 37.00 24.84 4459 34.77 46.49 34.69 36.62
DCS-MVSNet [36] 2023 53.48 68.06 4743 41.60 54.96 56.73 53.86 53.46 5171 - - - - - - -
CostFormer [35] 2023 57.10 7422 56.27 5441 56.65 54.46 SLIS 57.65 51.70 34.31 26.77 39.13 31.58 44.55 28.79 35.03
DispMVS [39] 2023 59.07 74.73 60.67 54.13 59.58 58.02 53.39 58.63 5342 34.90 26.09 38.01 3319 44.90 28.49 38.75
N2MVSNet [38] 2003 6214 8039 65.64 5108 6233 6230 6189 5002 5447 - - - - - - -

Ours (LCM-MVSNet) 63.33 81.24 63.98 52.56 63.00 65.44 63.13 61.51 55.76 3854 27.22 4473 3921 53.02 3273 34.33

T The 1 means that the larger value indicates the better MVS performance.
~ The — denotes that the method does not report the MVS performance on the benchmark.
TABLE IlI TABLE IV

QUANTITATIVE BENCHMARKING RESULTS ON BLENDEDMVS VALIDATION SET

Methods EPE | e1 1 (%) e3 1 (%)
MVSNet [1] 1.49 21.98 8.32
CVP-MVSNet [40] 1.90 19.73 10.24
CDS-MVSNet [7] 1.80 22.88 9.28
Vis-MVSNet [4] 1.56 21.68 8.36
Cas-MVSNet [3] 1.43 19.73 10.24
EPP-MVSNet [6] 1.17 12.66 6.20
UniMVSNet [8] 1.17 11.27 4.96
TransMVSNet [9] 1.05 13.74 547
Ours 1.02 10.15 4.54
The bold values indicate the best performance.
—— Baseline 651 — Baseline
10 —— +Efficient LCM —— +Efficient LCM
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Fig. 6.  Comparison of mean absolute depth error by proposed LCM
modules for cost volume aggregation (a) during training on the DTU
training set; (b) during validation on the DTU validation set.

(Model C) to adaptively fuse multi-view feature volumes into the
cost volume. Fig. 6(a) and (b) shows the descent curve of the
mean absolute depth error by different cost volume aggregation
modules on the DTU training and validation set, respectively,
demonstrating that the models with LCM modules produce more
accurate depth estimations. The quantitative ablation results on
the DTU evaluation set shown in Table I'V further verify that both
LCM modules effectively improve the reconstruction accuracy,
completeness, and overall score by a large margin. Notably, the
adapted focal loss effectively boosts the reconstruction quality

ABLATION EXPERIMENTS ON DIFFERENT COMPONENTS OF PROPOSED
METHOD (N =5, W x H = 1152 x 864, 7 = 0.3, AND N, = 3)

Models | Feature extraction Cost volume aggregation Loss function  Mean error distance | (mm)

FPN  FPN+BPA | Variance AA | CLCM ELCM | LI Focal | Ace. Comp.  Overall
Baseline | v v 0364 0370 0367
Model A % v % 0364 0344 0354
Model B v v v 0355 0335 0345
Model C v v v 0348 0331 0340
Model D v v voo|o3ss 0275 0317
Model E v v v o032 0214 0318
Model G v v v 0356 033 0345
Model H v v v o364 0219 0321

The bold values indicate the best performance.
TABLE V

ABLATION EXPERIMENTS ON RUNTIME AND MEMORY

Models Memory | (MB)  Runtime | (s)  F-score T (%)
Baseline 10427 0.901 44.90
+ABN 9115 0.834 44.90
+ABN+AA 8119 0.944 40.86
+ABN+C-LCM (Ours) 7195 0.862 45.24
+ABN+E-LCM (Ours) 6910 0.760 45.20

The bold values indicate the best performance.

in terms of completeness and overall score to the state-of-the-art
performance (Model D and Model E).

Comparison with adaptive aggregation (AA) module: We
compare the proposed LCM modules with AA module [5], [8]
(Model G and Model H, as shown in Table IV) adopting an
additional reweight network to compute the weight for each
feature volume. The results show that our coarse-to-fine LCM
(Model B, D) and efficient LCM (Model C, E) outperforms AA
in terms of reconstruction accuracy, completeness, and overall
score.

Runtime and memory: To further show the efficiency and
effectiveness of the proposed LCM modules, we report the
memory footprint, inference time per image (runtime), and
F-score, as shown in Table V. Here, we evaluate the memory
footprint on the DTU training set, and then test the runtime
and F-score on the Tanks and Temples training set to verify
the generalization ability of the proposed modules. For memory
footprint, the introduction of ABN reduces memory footprint
by 12.58%. The coarse-to-fine LCM and efficient LCM further

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on June 29,2024 at 14:35:23 UTC from IEEE Xplore. Restrictions apply.



11526

IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 71, NO. 9, SEPTEMBER 2024

shrink memory footprint by 21.06% and 24.19%, respectively.
For runtime, the integration of ABN and coarse-to-fine LCM
effectively speeds up the runtime by 4.33% while the integration
of ABN and efficient LCM significantly speeds up the runtime
by 15.65%. Compared to AA module, ours are more efficient in
terms of memory footprint and runtime, concurrently possessing
higher F-score indicating stronger generalization ability.

D. Scalability

We demonstrate the scalability of our method in two-fold:
domain adaptability and scale adaptability.

For the domain adaptability (outdoor — indoor), we regard
it as one of the bases to verify the scalability because the
illumination condition, scene texture distribution, depth range,
and scene scale greatly vary from outdoor to indoor scenes.
Although our method is fine-tuned on the outdoor scenes from
the BlendedMVS training set, our method achieves superior
reconstruction performance over the state of the arts for all the
indoor scenes (auditorium, ballroom, courtroom, and museunt)
on the advanced set of the Tanks and Temples benchmark,
as shown in Table [I. Specifically, our method outperforms
the TransMVSNet [9] (with transformer) by 2.38%, 0.14%,
4.44%, 6.53% in terms of F-score on the auditorium, ballroom,
courtroom, and museum, respectively. We visualize and compare
the reconstruction errors (darker color indicates a larger recon-
struction error) of our method and state-of-the-art methods on
complex indoor scenes auditorium and courtroom, as shown in
Fig. 5, where our method exhibits more accurate and complete
reconstruction.

For the scale adaptability (tiny scale — large scale), we
naturally regard it as an indication of the scalability because
it represents the adaptability of the method to the scene scale.
We first differentiate the scene scale [41] as follows.

1) Tiny-scale scene, such as an object on the table.

2) Small-scale scene, such as a statue.

3) Medium-scale scene, such as a single architecture.
4) Large-scale scene, such as a group of architectures.

We then visualize point cloud reconstruction results on mul-
tiscale scenes with varying depth ranges. As shown in Fig. 7
(a), our method reconstructs fine-grained details of the tiny-
scale objects with highly complex curved structure. Fig. 7(b)
shows that our method performs complete dense reconstruction
on small-scale scenes with specular and low-textured surfaces.
Fig. 7(c) demonstrates that our method can reconstruct medium-
scale scenes in high completeness with fine details. Fig. 7(d)
shows the effectiveness of our method in generating complete
reconstruction on large-scale scenes. In conclusion, our method
can scale from tiny-scale scenes to large-scale scenes with
competitive reconstruction performance.

IV. REAL-WORLD APPLICATION FOR UAV-BASED
INFRASTRUCTURE DEFECT INSPECTION AND LOCALIZATION

We deploy our method into our UAV-based infrastructure
defectinspection framework (see Fig. 1) for infrastructure recon-
struction and defect localization, with crack as our target defect.
As shown in Fig. 8(a), we adopt three UAVs to cooperatively

Fig. 7. Point cloud reconstruction results of multiscale scenes with
varying depth ranges. Symbol t, x, %, and ¢ under each reconstruction
result denotes that the corresponding input multi-view images are from
BlendedMVS, DTU, Tanks, and Temples, and our self-collected dataset,
respectively. (a) Tiny-scale scenes. (b) Small-scale scenes. (c) Medium-
scale scenes. (d) Large-scale scenes.

1t UAV

20d UAV
(@) (b)

34 UAV

Fig. 8. Experiments for (a) multi-UAV-based data collection; (b) defect
detection results.

collect multi-view images for reconstruction and close-range
images for defect inspection autonomously (see Appendix for
more illustration).

Reconstruction: 826 multi-view images with the resolution of
1152 x 832 are collected for 3-D reconstruction. As shown in
Fig. 1, we follow our MVS method (green block) to achieve
complete and dense point cloud reconstruction of the target
warehouse while preserving highly detailed texture information.
Our MV S method outperforms the MVS solutions adopted in the
state-of-the-art defect localization methods [23], [42], [43], as
shown in Table VII (Appendix) and Fig. 9. In comparison to DJI
TERRA (6 h 39 mins), our MVS method (44.928 mins: 24.378
mins for SfM, 6.569 mins for view selection, and 13.981 mins
for MVS) significantly speeds up the reconstruction process
by 8.88 times on an NVIDIA RTX 3090Ti GPU, facilitating
the overall defect inspection process (see Appendix for more
runtime analysis).

Defect detection and localization: We train YOLOvV6-1 on our
self-established defect dataset (see Appendix) and it achieves
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Ours

Fig. 9. Comparison of point cloud reconstruction between DJI TERRA
and our method.

82% mean average precision on the validation set. We then test
iton the collected 923 close-range images. As shownin Fig. 8(b),
the model detects small cracks with low false and miss detection
rates. We adopt the similar methodology as [44] to register the
detected cracks onto the reconstructed infrastructure model. The
global geographic coordinates of the detected defects can be
achieved, providing a solid reference for the maintenance.

V. LIMITATIONS

First, our network produces less accurate depth estimation
under specular scene with extreme backlight and less complete
depth estimation under scene with slim structure. Second, the
uneven distribution of sparse points from SfM will affect the
computation accuracy of the normalized matching score, which
may limit the reconstruction performance of our method. Third,
similar to other state of the arts, our method is sensitive to the
inference hyperparameters, such as the number of input views,
the number of consistent views, and probability threshold.

VI. CONCLUSION

We presented the LCM-MVSNet for accurate and
complete multi-view depth estimation and dense point cloud
reconstruction, proposed the LCM scheme for adaptive cost
volume aggregation, enhanced the shallow feature information
flow to smooth depth estimation, and adapted the focal loss
into the end-to-end MVS supervision to reduce ambiguity. The
LCM-MVSNet was extensively evaluated on three benchmark
datasets to verify the point cloud reconstruction performance
and depth estimation quality. The experimental results showed
that the proposed LCM-MVSNet achieves 0.313 mm overall
score, 63.33% mean F-score, and 38.54% mean F-score on the
DTU evaluation set, Tanks and Temples intermediate set, and
Tanks and Temples advanced set, respectively, demonstrating
the superior point could reconstruction performance. The
benchmarking results on the BlendedMVS validation set
presented the state-of-the-art depth estimation performance of
our method with lowest estimation error.

We also made a step toward automated infrastructure inspec-
tion by deploying our LCM-MV SNet into our UAV-based infras-
tructure defect inspection framework for infrastructure recon-
struction. In our future work, we will develop depth refinement
module to enhance the depth estimation and develop dynamic
consistency checking strategy to improve the reconstruction.
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