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Abstract In this paper, we investigate a formation control problem of multi-agent systems (specif-

ically a group of unmanned aerial vehicles) based on a semi-global leader-following consensus

approach with both the leader and the followers subject to input saturation. Utilizing the low gain

feedback design technique, a distributed static control protocol and a distributed adaptive control

protocol are constructed. The former solves the problem under an assumption that the communi-

cation network is undirected, and it depends on the global information of the graph. For the latter,

we relax the undirected graph to directed graph. Moreover, an adaptive updating gain is designed to

avoid using the global information of the communication network. It is shown that the consensus

protocols can solve the semi-global leader-following consensus problem if the leader agent is glob-

ally reachable. The results are verified successfully by both simulation and real flight tests.
� 2021 Chinese Society of Aeronautics and Astronautics. Production and hosting by Elsevier Ltd. This is

an open access article under the CCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Over the last decade, the research of formation control of
Unmanned Aerial Vehicles (UAVs) has blossomed due to their
potential applications in cooperative payload carrying,1

surveillance and reconnaissance,2 and target search,3 to name
a few. The formation control of UAVs can be roughly classi-
fied into two categories: analytic solution-based approaches3

and optimization-based approaches.4,5 An example of the ana-

lytic solution-based approach is consensus-based method, and
one good example of optimization-based approach is Model
Predictive Control (MPC). The so-called consensus-based

approach means each two of the UAVs keep a constant rela-
tive position, and the control protocol is designed in a dis-
tributed way, in accordance with the communication

topology. In this paper, we adopt the consensus-based
approach to address the formation flight of UAVs.

In the previous works, Abdessameud and Tayebi6 consid-

ered the time-invariant formation problem of UAV swarm sys-
tems with communication delays under undirected interaction
topologies. Seo et al.7 proposed a consensus control law with

an output feedback linearization method to deal with the for-
mation problem of a multi-UAV system with partially time-
varying formation pattern. The works done by Turpin et al.8

achieved planned trajectory given predefined shapes, and real

flight tests were given. Dong and Hu9 considered the time-
varying formation control and containment control for a
group of systems with multiple leaders.
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Fig. 1 Trajectory tracking of a single UAV.
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In reality, the trajectory tracking of most UAVs consists of
inter-loop control and out-loop control. Provided with the ref-
erence position, velocity and acceleration, the inter-loop uses

low-level control algorithm, such as PID or LQR, to stabilize
the attitude of the vehicle. Thus, with an appropriate inner-
loop controller, each UAV can be approximately modeled as

a double-integrator system. Recently, the consensus or
leader-following consensus problem of linear time-invariant
systems have been widely studied.

Semsar-Kazerooni and Khashayar10 used a semi-
decentralized optimal control strategy to accomplish output
consensus for both leaderless case and leader-follower case.
It is proven that the consensus algorithm is applicable if they

follow a predefined topology. Qian et al.11 solved the output
consensus problem for heterogeneous linear systems via
event-triggered control. It is interesting to find that the works

above did not consider the boundedness of control input of
agents. In the work of Lin et al.12 the semi-global output reg-
ulation was firstly studied for an individual system subject to

input saturation, and a semi-global framework was estab-
lished. Low gain feedback theory,13 parameterized in a scalar
low gain parameter, is instrumental in the semi-global output

regulation or consensus problem of systems with input satura-
tion. Recently, some results about semi-global consensus of
multi-agent systems subject to actuator saturation were
obtained via the low gain feedback design technique. In the

work of Shi et al.14 both state feedback and output feedback
consensus protocols are constructed. In the output feedback
case, a distributed leader state observer and a state observer

are designed to estimate the states of the leader and the fol-
lower itself. It has shown that these laws achieve the simi-
global leader-following output consensus of heterogeneous

systems with the follower subject to input saturation if the lea-
der agent is globally reachable. Zhao et al.15 investigated the
semi-global leader-following output consensus of multiple

identical linear systems subject to external disturbances and
actuator saturation via the output regulation approach. The
low-gain feedback-based state-control algorithm is to solve
the problem if the topology is a digraph without loop.

In fact, the leader agent with bounded control input is of
great importance as it can generate safe trajectories to avoid
obstacles. However, the above results did not take the input

of the leader agent into consideration. In this paper, we study
the semi-global leader-following consensus-based formation
control of a multi-UAV system. The contribution of this paper

is twofold. First, the leader agent has control input, and it is
subject to saturation. If the leader has zero control input, its
trajectory is fixed once given the initial condition. The control
input provides a freedom for the leader to generate trajectories

to response to external environment, so that it can reach to the
destination safely. Second, based on the low gain design tech-
nique, a distributed static control protocol and a distributed

adaptive control protocol are constructed. The distributed sta-
tic control protocol requires the global information of the
communication undirected graph, while in the distributed

adaptive control protocol, the graph is relaxed from undirected
graph to directed graph. More importantly, an updating gain
is proposed so that the control law is independent of the com-

munication graph. The results are verified by both simulation
and real indoor flight tests.

The reminder of this paper is organized as follows. Section 2
gives the problem formulation, after which, the proposed dis-
tributed static control and distributed adaptive control are
constructed in Section 3.1 and Section 3.2, respectively. In Sec-
tion 3.3, we formulate a formation problem of UAVs into the

consensus problem. In Section 4, both simulation and real
flight test of UAVs are given to verify the effectiveness of the
two control protocols. Finally, we conclude our work with

some remarks in Section 5.

Notation: XT denotes the transpose of the matrix or vector
X. For a time constant t P 0 and a signal x : Rþ ! Rs,

x ¼ ½x1; x2; . . . ; xs�t, jxj denotes the Euclidean norm,

k x k1 ¼ maxijxij and k x kt;1 ¼ suptPtjxj. 1N 2 RN represents

an N-dimensional column vector with all entries being 1. IN
denotes an N-dimensional identity matrix. � represents the

Kronecker product. Rþ
odd ¼ fx 2 R : x > 0 and x is a ratio

of odd integersg.

2. Problem formulation

Currently, the majority of autonomous unmanned aerial sys-
tems have a hierarchical framework to track a trajectory, as

depicted in Fig. 1. Different algorithms are used in the trajec-
tory generator block to provide reference information, such as
position, velocity and acceleration, to the lower-level flight

control system, which itself generally consists of two layers,
i.e., the inner-loop and the outer-loop controller. The inner-
loop control law is to stabilize the attitude of the unmanned

vehicle. A properly designed inner-loop controller would ren-
der the dynamics of the vehicle to behave like a point mass
and thus it can be approximated by a double integrator, which

can be utilized to design an outer-loop control to track the ref-
erences generated from the trajectory generator (see e.g., Cai
et al.16). This hierarchic method promotes us to be more atten-
tive to trajectory generation algorithms without paying much

attention to the low-level system. In this paper, we use the
consensus-based algorithm to generate references for all UAVs
in the multi-UAV system.

Consider a group of N + 1 UAVs labeled0; 1; � � � ; N,
each of which is modeled as a double-integrator system, and
the problem is considered in a 2-D plane or a 3-D plane. Their

dynamics are described as

_pi ¼ vi

_vi ¼ ai i ¼ 0; 1; � � � ; N

�
ð1Þ

where pi 2 R2 or pi 2 R3, vi and ai represent the position,
velocity and acceleration of the ith UAV, respectively. It is
obvious that systems can be represented by time-invariant
systems

_xi ¼ Axi þ BrDi
ðuiÞ i ¼ 0; 1; � � � ; N ð2Þ

where xi ¼ pi, ui ¼ vi, or xi ¼ ½pTi ; vTi �T, ui ¼ ai. To generalize

the problem, we assume xi 2 Rn, ui 2 Rm. rD : Rm ! Rm

denotes a vector valued saturation function, that is, for

s ¼ ½s1; s2; � � � ; sm�T, rDðsÞ ¼ ½rDðs1Þ; rDðs2Þ; � � � ; rDðsmÞ�T and
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for each j ¼ 1; 2; � � � ;m, rDðsjÞ ¼ sgnðsjÞminfjsjj;Dg, where

D > 0 is a constant. For simplicity, we use c to represent the
input bound of the leader UAV, and assume that the follower

UAVs have the same input bound D, that is, c ¼ D0, and
D ¼ D1 ¼ D2 ¼ � � � ¼ DN. Therefore, the control input of each
UAV is subject to saturation.

The communication topology among the UAVs is pre-
sented by the graph G ¼ fV;Eg, with V ¼ f0; 1; � � � ;Ng and
E ¼ V�V representing the node set and the edge set. For

i; j 2 V, ðj; iÞ 2 E if and only if UAV i can receive the informa-
tion of UAV j, and we say UAV j is a neighbor of UAV i, and
UAV i is a child of UAV j. We use Ni to denote the set of
neighbors of UAV i, that is, Ni :¼ fj : ðj; iÞ 2 Eg. The graph

is called undirected if ðj; iÞ 2 E implies ði; jÞ 2 E. Without loss
of generality, we assume the node 0 is the leader UAV and
the rest N UAVs are the followers which is denoted by

F ¼ f1; 2; � � � ;Ng. If there is a sequence of edges
ði1; i2Þ; ði2; i3Þ; � � � ; ðik�1; ikÞ, then we say there is a direct path
from i1 to ik, or ik is reachable from i1. In our work, we assume

that the leader can-not obtain the information of the followers.

For a graph G, the adjacency matrix A ¼ ½aij� 2 RðNþ1Þ�ðNþ1Þ is
defined as aij ¼ 1 if ðj; iÞ 2 E, otherwise, aij ¼ 0. The Laplacian

matrix L ¼ ½lij� 2 RðNþ1Þ�ðNþ1Þ is defined as lij ¼ �aij if i–j, and

lii ¼
PN

j¼0aij. According to the classification of the leader UAV

and the follower UAVs, the Laplacian matrix can be rewritten

as L ¼ 0 01�N

L2 L1

� �
, where L2 2 RN�1 and L1 2 RN�N.

In this paper, we firstly solve the semi-global leader-
following consensus problem of multi-agent linear systems

with input saturation. We will then formulate a formation con-
trol problem of multiple UAVs as the consensus problem. Via
the consensus-based approach, a reference trajectory for each

UAV will be generated for them to track.

Problem 1. Consider the multi-UAV systems in Eq. (2). Let

xf ¼ ½xT1 ; xT2 ; � � � ; xTN�T. For any a priori given bounded set

Xf;0 2 RnN, design a state feedback control protocol

ui ¼ hiðxi; xj; j 2 NiÞ such that the resulting closed-loop

multi-UAV systems in Eq. (2) achieves leader-following state
consensus on Xf;0 �X0;0, that is, for

xTf ð0Þ; xT0 ð0Þ
h iT

2 Xf;0 �X0;0, the leader-following state con-

sensus error ei ¼ xi � x0 satisfies lim
t!1 ei ¼ 0.

To solve Problem 1, the following assumptions are
required.

Assumption 1. The pair ðA;BÞ is stabilizable, and all eigen-

values of A are located in the closed left-half complex plane.

Assumption 2. The input bound of the leader UAV c is less
than the input bound of the follower UAVs, that is, c < D.

Assumption 3. Every follower is reachable from the leader

UAV, and the communication topology among the followers
is undirected.
Remark 1. Assumptions 1 and 3 are widely used in the study

of consensus control of multi-agent systems. Under Assump-
tion 3, L1 is symmetric, and all eigenvalues of L1 are positive.
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In the following part, we will show that Assumption 2 is nec-

essary for solving the proposed problem. If the input bound of
the leader is larger than the input bound of the followers, it is
impossible for the followers to catch up the leader when it
moves at its maximal pace. Moreover, we assume that the

input bound of the leader UAV c is only known to the follow-
ers who are the children of the leader UAV.

Recall the following parameterized Algebraic Riccati Equa-
tion (ARE), based on which the low-gain state feedback con-
trol law is designed.

Lemma 1. (see Lin13) Let Assumption 1 hold. Then, for each
e 2 ð0; 1�, there exists an unique positive-definite solution
PðeÞ 2 Rn�n that satisfies

ATPðeÞ þ PðeÞA� PðeÞBBTPðeÞ ¼ �eIn
and lim

e!0
PðeÞ ¼ 0:

ð3Þ

The low-gain feedback design technique in Lin13 was orig-
inally designed for linear systems with input saturation to solve
the semi-global stabilization problem. By selecting e small

enough, for any a priori given, arbitrarily large and bounded
set of initial condition, the low gain feedback law guarantees
the control input to be unsaturated. In the following section,

two consensus protocols are constructed based on the low-
gain feedback design technique.

3. Main results

In this section, based on the aforementioned low-gain feedback
design technique, two distributed state-feedback control proto-

cols are designed. The first control law requires a priori given
global information of the communication graph, while the sec-
ond one is fully distributed, i.e., it is constructed only using the
information of its neighbors. Let PðeÞ > 0 be the solution of

the parameterized ARE in Eq. (3). For convenience, we denote
P ¼ PðeÞ hereafter.

In our problem, we assume the input bound of the leader

UAV c is only known to part of the follower UAVs, so a dis-
tributed observer is designed to estimate c.

For i 2 F,

_ci ¼ �l1

X
j2F

aij ci � cj
� �þ ai0 ci � cð Þ

 !q

ð4Þ

where l1 and q are constants with l1 > 0, 1=2 < q < 1 and

q 2 Rþ
odd. It has been shown that ci ! c in finite time.18

3.1. Consensus with distributed static control

Consider the following dynamic compensator for follower i,
i ¼ 1; 2; � � � ;N,

ui ¼ �l2B
TP

XN
j¼1

aijðxi � xjÞ þ ai0ðxi � x0Þ
 !

� cifi tð Þ ð5Þ
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where l2 P 1=ð2kminðL1ÞÞ is a positive scalar. Let

fiðtÞ ¼
PN

j¼1aijðxi � xjÞ þ ai0ðxi � x0Þ, fiðtÞ is defined as

fiðtÞ ¼
BTPfiðtÞ

jjBTPfiðtÞjj ; if fiðtÞ–0

0; otherwise

(
ð6Þ

We note that jjfiðtÞjj ¼ 1 or 0.

Theorem 1. Consider the multi-UAV systems in Eq. (2). Let
Assumptions 1–3 hold. Problem 1 is solved by the low-gain

control protocol (5). That is, for any a priori given bounded

sets Xf;0 2 RnN and X0;0 2 Rn, there is an e� 2 ð0; 1�, such that

for any e 2 ð0; e��, and ½xTf ð0Þ; xT0 ð0Þ�T 2 Xf;0 �X0;0, the leader-

following consensus error satisfies lim
t!1 ei ¼ 0.

Proof. Define x
�
iðtÞ ¼ xiðtÞ � x0ðtÞ, x�fðtÞ ¼ ½x�T

1 ðtÞ; x
�T
2 ðtÞ; � � � ;

x
�T
n ðtÞ�T, and fðtÞ ¼ ½fT1 ðtÞ; fT2 ðtÞ; � � � ; fTn ðtÞ�

T
. We note

fðtÞ ¼ ðL1 � InÞ x�fðtÞ. Next, the closed-loop system is
rewritten in terms of the new state fðtÞ. The asymptotic conver-
gence to zero of fðtÞ implies the asymptotic convergence to

zero of x
�
fðtÞ, and thus the consensus problem is solved.

Since ci ! c in finite time, there exists a time t1 such that for
t P t1, ci 	 c. Then, it follows that, for t P t1, the control pro-

tocol can be written as

ui ¼ �l2B
TP

XN
j¼1

aij xi � xj

� �þ ai0 xi � x0ð Þ
 !

� cfi tð Þ ð7Þ

Substituting the control protocol (7) into (2) gives

_xi ¼ Axi

þ BrD �l2B
TP

XN
j¼1

aijðxi � xjÞ þ ai0ðxi � x0Þ
 !

� cfiðtÞ
 !

ð8Þ
Notice that for i 2 F, and t2 P t1, xiðt2Þ 2 Xi;T2

and

x0ðt2Þ 2 X0;T2
for some bounded sets Xi;T2

and X0;T2
, which

are independent of e, because xið0Þ and x0ð0Þ are bounded,
and xið0Þ, x0ð0Þ are determined by linear time-invariant equa-

tions with bounded input rDðuiÞ and rcðu0Þ, respectively.

Therefore, fðt2Þ 2 Xf;T2
for some bounded set Xf;T2

.

Next, we construct the following Lyapunov function

candidate

VfðtÞ ¼ fTðIN � PÞf ð9Þ
where P is the solution of the ARE.

Let c1 > 0 be a constant such that

sup
xiðT2Þ2Xi;t2

;x0ðT2Þ2X0;T2
;e2ð0;1�

VfðtÞ 6 c1

Such a c1 exists because Xi;T2
andX0;T2

are bounded. Define

LVðc1Þ :¼ ff 2 RnN : VfðtÞ 6 c1g. Since LVðc1Þ is bounded and

lim
e!0

PðeÞ ¼ 0, there exists an e� 2 ð0; 1� such that for all

e 2 ð0; e��, f 2 LVðc1Þ implies that

k �l2B
TP

XN
j¼1

aijðxi � xjÞ þ ai0ðxi � x0Þ
" #

k
1;t2

¼ k �l2B
TPfiðtÞ k1;t2

6 D� c ð10Þ
Then, by Eq. (10) and the fact that jjfiðtÞjj ¼ 1 or 0, we have

k ui k1;t2
¼ k �l2B

TPfiðtÞ � cfi tð Þ k1;t2

6 k l2B
TPfiðtÞ k1;t2

þ k cfiðtÞ k1;t2
6 ðD� cÞ þ c

¼ D

Thus, rDðuiÞ ¼ ui.
Therefore, the closed-loop system can be rewritten as

_xi ¼ Axi � l2BB
TPfiðtÞ � cBfiðtÞ; i 2 F

It follows that

_xf ¼ IN � Að Þxf � l2 IN � BBTP
� �

fðtÞ � c IN � Bð Þ f
�
ðtÞ

with f
�
ðtÞ ¼ ½fT1 ðtÞ; fT2 ðtÞ; � � � ; fTNðtÞ�

T
. Define x

�
0ðtÞ ¼ 1N � x0ðtÞ,

and rcðu�0Þ ¼ 1N � rcðu0Þ, we have

_
x
�
f ¼ _xf � _

x
�
0

¼ IN � Að Þx�f � l2 IN � BBTP
� �

fðtÞ � c IN � Bð Þ f
�
ðtÞ

� IN � Bð Þrcðu�0Þ

Since fðtÞ ¼ ðL1 � InÞ x�fðtÞ, it gives that
_fðtÞ ¼ L1 � Inð Þ _x�fðtÞ
¼ L1 � Að Þ x�fðtÞ � l2 L1 � BBTP

� �
fðtÞ � c L1 � Bð Þ f

�
ðtÞ

� L1 � Bð Þrcðu�0Þ
¼ L1 � Að Þ L�1

1 � In
� �

fðtÞ � l2 L1 � BBTP
� �

fðtÞ
� c L1 � Bð Þ f

�
ðtÞ � L1 � Bð Þrcðu�0Þ

¼ IN � A� l2 L1 � BBTP
� �� �

fðtÞ � c L1 � Bð Þ f
�
ðtÞ

� L1 � Bð Þrcðu�0Þ
Given the Lyapunov function in Eq. (10), the derivative

satisfies

_VfðtÞ ¼ fT IN � A� l2 L1 � BBTP
� �� �T

IN � Pð Þf
þ fT IN � Pð Þ IN � A� l2 L1 � BBTP

� �� �
f

� 2cfT IN � Pð Þ L1 � Bð Þ f
�
ðtÞ � 2cfT IN � Pð Þ

� L1 � Bð Þrcðu�0Þ
¼ fT IN � ATPþ PA

� �� l2 LT
1 þ L1

� �� PBBTP
� �

f

� 2cfT L1 � PBð Þ f
�
ðtÞ � 2cfT L1 � PBð Þrcðu�0Þ ð11Þ

We note that

IN � ATPþ PA
� �� l2 LT

1 þ L1

� �� PBBTP 6 IN

� ATPþ PA� 2l2kminðL1ÞPBBTP
� �

6 IN � ATPþ PA� PBBTP
� �

¼ �IN � eIn ð12Þ
The last inequality holds if l2 is chosen large enough such

that l2 P 1=ð2kminðL1ÞÞ
On the other hand, according to the definition of fiðtÞ in Eq.

(6), we can obtain that fTi ðtÞPBfiðtÞ ¼ jjBTPfiðtÞjj and

fTi ðtÞPBfjðtÞ 6 jjBTPfiðtÞjj. Then, it follows that
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�2cfT L1�PBð Þ f
�
ðtÞ¼2c

PN
i¼1

fTi PB
P
j2F

aij fjðtÞ� fiðtÞ
� ��ai0fiðtÞ

 !

6�2c
PN
i¼1

fTi PB �ai0fiðtÞ¼�2c
PN
i¼1

ai0k fTi PBk

ð13Þ
and

�2cfT L1 � PBð Þrcðu�0Þ ¼ 2
XN
i¼1

fTi PB � ai0rcðu0Þ

6 2c
XN
i¼1

ai0k fTi PB k ð14Þ

Substituting Eqs. (12)–(14), into Eq. (11) gives

_VfðtÞ6 fT �IN � eInð Þf� 2c
XN
i¼1

ai0k fTi PB kþ 2c
XN
i¼1

ai0k fTi PB k

6�fT IN � eInð Þf
Since _VfðtÞ 	 0 leads to fðtÞ ¼ 0, thus, it holds that

lim
t!1

fðtÞ ¼ 0, which implies that lim
t!1

ðxiðtÞ � x0ðtÞÞ ¼ 0.

This completes the proof. j

3.2. Consensus with distributed adaptive control

In the previous subsection, the design of the control protocol

(5) is based on the precondition of the minimal eigenvalue
kminðL1Þ of L1, and it is only applicable to undirected commu-
nication graph. However, it is difficult to determine kminðL1Þ
when the network of the multi-UAV systems is of a large scale.
In this subsection, we aim to solve the consensus problem with-
out using the global information of the graph and the commu-

nication network is relaxed from undirected graph to directed
graph.

Assumption 4. Every follower is reachable from the leader
UAV, and the communication topology among the followers is

directed.
Lemma 2. (see Qu19) Under Assumption 4, all eigenvalues of

L1 have positive real parts. Moreover, there exists a diagonal
matrix D ¼ diagfd1; d2; � � � ; dNg with di > 0; ði ¼ 1; 2; � � � ;NÞ
such that L

�
1 ¼ DL1 þ LT

1D > 0.

Consider the following consensus protocol for follower i,
i 2 F,

ui ¼ �BTP aiðtÞ þ fTi ðtÞPfiðtÞ
� �

fiðtÞ � cigiðtÞ ð15Þ
where ci is the state in the distributed observer (4);

fiðtÞ ¼
PN

j¼1aijðxi � xjÞ þ ai0ðxi � x0Þ; aiðtÞ is the adaptive

updating gain to avoid using the global information of the
communication graph with aið0Þ > 0, and it is updated by

_aiðtÞ ¼ fTi ðtÞPBBTPfiðtÞ ð16Þ
giðtÞ is defined as

giðtÞ ¼
BTPfiðtÞ

jjBTPfiðtÞjj ; if fiðtÞ–0

0; otherwise

(
ð17Þ
Theorem 2. Consider the multi-UAV systems in Eq. (2). Let

Assumptions 1, 2 and 4 hold. Then, Problem 1 is solved by the
low-gain control protocol (15). That is, for any a priori given

bounded sets Xf;0 2 RnN and X0;0 2 Rn, there is an e� 2 ð0; 1�,
such that for any e 2 ð0; e��, and xTf ð0Þ; xT0 ð0Þ

� �T 2 Xf;0 �X0;0,

the leader-following consensus error satisfies lim
t!1 ei ¼ 0.

Proof. Since ci ! c in finite time, there exists a time t1 such

that for t P t1, ci 	 c, i.e., c
�
i :¼ ci � c 	 0 when t P t1.

Denote uiðtÞ ¼ aiðtÞ þ fTi ðtÞPfiðtÞ, it follows that
ui ¼ �BTP uiðtÞ fiðtÞ � cigiðtÞ

Note that for T3 P T1, fiðT3Þ 2 Xfi ;T3
, aiðT3Þ 2 Xai ;T3

for

some bounded sets Xfi ;T3
and Xai ;T3

, which are independent

of e, thus uiðt3Þ 2 Xui ;T3
for a bounded set Xui ;T3

.

Next, we construct the followingLyapunov function candidate

Vf ¼ 1

2

XN
i¼1

di uiðtÞ þ aiðtÞ½ �fTi ðtÞPfiðtÞ þ
1

2

XN
i¼1

dia
�2

i ðtÞ ð18Þ

where di is defined in Lemma 2, Pis the solution of the ARE

(3), and a
�
iðtÞ ¼ aiðtÞ � a with a denoting a positive constant

to be determined.
Let c2 > 0 be a constant such that

sup
uiðT3Þ2Xui ;T3

;fiðT3Þ2Xfi ;T3
;aiðt3Þ2Xai ;T3

;e2ð0;1�
VfðÞ 6 c2

Such a c2 exists because sets Xui ;T3
, Xfi ;T3

and Xai ;T3
are

bounded. Define

LVðc2Þ :¼
f

a

� �
2 RnNþN : VfðtÞ 6 c2

� 	

Let e�2 2 ð0; 1� be such that for all e 2 ð0; e�2�,
½fT; aT�T 2 LVðc2Þ, which implies that

k �BTPuiðtÞfiðtÞ k1;t3
6 D� c

The existence of such an e�2 follows the fact lim
e!0

PðeÞ ¼ 0.

Thus, we have
k ui k1;t3

¼ k �BTP uiðtÞ fiðtÞ � cigiðtÞ k1;t3

6 k �BTPuiðtÞfiðtÞ k1;t3
þ k cgiðtÞ k1;t3

6 D� cþ c

6 D
which means rDðuiÞ ¼ ui. Applying the control protocol to the
given system gives

_xi ¼ Axi � BBTPuiðtÞfiðtÞ � cBgiðtÞ
Since fðtÞ ¼ ðL1 � InÞ x�fðtÞ, fðtÞ is determined by the fol-

lowing equation

_fðtÞ ¼ IN � Að ÞfðtÞ � L1/ðtÞ � BBTP
� �

fðtÞ
� c L1 � Bð ÞgðtÞ � L1 � Bð Þrcðu�0Þ ð19Þ

where /ðtÞ ¼ diag u1ðtÞ;u2ðtÞ; � � � ;uNðtÞg.
Then, the derivative of the Lyapunov function in Eq. (18)

satisfies

_VfðtÞ ¼ -1ðtÞ þ -2ðtÞ

¼ 2
XN
i¼1

diuiðtÞfTi ðtÞP_fiðtÞ þ
XN
i¼1

di uiðtÞ � a½ � _aiðtÞ
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with -1ðtÞ ¼ 2
PN

i¼1diuiðtÞfTi ðtÞP_fiðtÞ and

-2ðtÞ ¼
PN

i¼1diðuiðtÞ � aÞ _aiðtÞ. Substituting Eq. into -1ðtÞ
gives

-1ðtÞ ¼ 2fTðtÞ /ðtÞD� Pð Þ _fðtÞ
¼ fTðtÞ /ðtÞD� ATPþ PA

� �� �
fðtÞ

� fTðtÞ /ðtÞL
�
1/ðtÞ � PBBTP

h i
fðtÞ

� 2cfTðtÞ /ðtÞDL1 � PB½ � g�ðtÞ
� 2fTðtÞ /ðtÞDL1 � PB½ �rcðu�0Þ

where g
�ðtÞ ¼ ½gT1 ðtÞ; gT2 ðtÞ; � � � ; gTNðtÞ�T and L

�
1 ¼ DL1 þ LT

1D.

On the one hand, according to the definition of giðtÞ in Eq.

(17), we have fTi ðtÞPBgiðtÞ ¼ jjBTPfiðtÞjj and

fTi ðtÞPBgjðtÞ 6 jjBTPfiðtÞjj for i–j; i; j ¼ 1; 2; � � � ;N. We then

have

� 2cfTðtÞ /ðtÞDL1 � PB½ � g�ðtÞ

¼ 2c
XN
i¼1

diuiðtÞfTi ðtÞPB
XN
j¼1

aijðgjðtÞ � giðtÞÞ � ai0giðtÞ
 !

6 �2c
XN
i¼1

diai0uiðtÞk BTPfiðtÞ k

Also, note that

�2fTðtÞ /ðtÞDL1 � PB½ �rcðu�0Þ ¼ �2
XN
i¼1

diai0uiðtÞfTi ðtÞPBrcðu0Þ

6 2c
XN
i¼1

diai0uiðtÞk BTPfiðtÞ k

Substituting the above inequalities into -1ðtÞ gives
-1ðtÞ 6fTðtÞ /ðtÞD� ATPþ PA

� �� �
fðtÞ

� fTðtÞ /ðtÞL
�
1/ðtÞ � PBBTP

h i
fðtÞ

6fTðtÞ /ðtÞD� ATPþ PA
� �� �

fðtÞ
� k

�
minf

TðtÞ /2ðtÞ � PBBTP
� �

fðtÞ

ð20Þ

where k
�
min is the minimum eigenvalue of L

�
1.

Since _aiðtÞ ¼ fTi ðtÞPBBTPfiðtÞ, it follows that
-2ðtÞ ¼ fTðtÞ /ðtÞ � aINð ÞD� PBBTP

� �
fðtÞ ð21Þ

It holds from Eq. (20) and Eq. (21) that

_VfðtÞ ¼ -1ðtÞ þ -2ðtÞ
6 fTðtÞ /ðtÞD� ATPþ PAþ PBBT

� �� �
fðtÞ

� fTðtÞ k
�
min/

2ðtÞ þ aD

 �

� PBBTP
h i

fðtÞ

Select a large enough such that a P dM=k
�
min with

dM ¼ maxfd1; d2; � � � ; dNg. We have

�fTðtÞ k
�
min/

2ðtÞ þ aD

 �

� PBBTP
h i

fðtÞ
6 �2fTðtÞ /ðtÞD� PBBTP

� �
fðtÞ ð22Þ

It follows from Eq. (22) that

_VfðtÞ 6 fTðtÞ /ðtÞD� ðATPþ PA� PBBTPÞ� �
fðtÞ

¼ �efTðtÞ /ðtÞD� In½ �fðtÞ 6 0 ð23Þ
which implies that VfðtÞ is bounded, and so is aðtÞ. Note that
_VfðtÞ 	 0 means fðtÞ ¼ 0, thus, we have lim

t!1
fðtÞ ¼ 0 and

lim
t!1

x
�
iðtÞ ¼ lim

t!1
xiðtÞ � x0ðtÞð Þ ¼ 0, since fðtÞ ¼ ðL1 � InÞ

x
�
fðtÞ and L1 is nonsingular. By Eq. (16), because aiðtÞ is non-

decreasing, it can be verified that aiðtÞ converges to a certain
positive constant. This completes the proof of Theorem 2. j

Remark 2. The result of Hua et al.20 takes the control input
of the leader agent into consideration as well. The observer in
Hua et al.20 (Eq. (4–1)) is constructed in a fully distributed way

to estimate the state of the leader agent. It, however, cannot be
directly applied to solve our problem because of the lack of the
input matrix B in the second term of the observer. Compared

to Hua et al.20 we consider the input saturation of followers,
which is more practical. The consensus protocol is designed
by combing the distributed observer in Hua et al.20 and the

low gain feedback design technique of Lin.13

3.3. Formation control of a multi-UAV system

In this subsection, we show how to convert a formation prob-

lem into the state consensus problem. Assume that each UAV
is modeled as a double-integrator system (2) and the formation
problem is considered in a 2-D plane, then the matrices A; B
of the system in Eq. (2). that represent each UAV are

A ¼ 02�2 I2

02�2 02�2

� �
; B ¼ 02�2

I2

� �
ð24Þ

Let pdi 2 R2 be the desired constant relative position

between the ith follower UAV and the leader UAV. Then,
the objective of the formation control problem is to achieve

lim
t!1

piðtÞ � p0ðtÞð Þ ¼ pdi; lim
t!1

viðtÞ � v0ðtÞð Þ ¼ 0

Define the consensus error of each follower as

eiðtÞ :¼
piðtÞ � pdi

viðtÞ
� �

� p0ðtÞ
v0ðtÞ
� �

Then, the system of each follower UAV is in the form of

Eq. (2) with the state piðtÞ � pdið ÞT ; vTi ðtÞ
� �T

, while the dynam-

ics of the leader UAV remain unchanged. That is,

_p0ðtÞ
_v0ðtÞ

� �
¼ 02�2 I2

02�2 02�2

� �
p0ðtÞ
v0ðtÞ
� �

þ 02�2

I2

� �
a0ðtÞ

_piðtÞ � _pdi

_viðtÞ
� �

¼ 02�2 I2

02�2 02�2

� �
piðtÞ � pdi

viðtÞ
� �

þ 02�2

I2

� �
aiðtÞ;

i ¼ 1; 2; 3; 4

8>>>>><
>>>>>:

ð25Þ
It can be verified that the formation control problem is

solved if lim
t!1

ei ¼ 0: In Section 4, we will use system (24) and

(25) to verify the effectiveness of our control protocol.

4. Simulation and experiment results

In this section, we will give simulation and experiment to verify

our control laws. Subsections 4.1 and 4.2 will show the results
that verify the distributed static control protocol (5) and the
distributed adaptive control protocol (15), respectively. The

simulation part is given to solve the semi-global consensus



Fig. 2 Experimental setup for real flight tests of multiple UAVs.

Fig. 4 Estimation of input bound of the leader UAV.
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problem with 1 leader and 4 followers, and real flight tests are
showed to address the formation problem of a multi-UAV sys-
tem using 1 leader UAV and multiple follower UAVs.

The real flight tests are done in a VICON room, and the
data is obtained from the VICON motion capture system.21

We use Crazyflie 2.1,22 a nano quadrotor helicopter, as the
experimental platforms. Fig. 2 above illustrates the experimen-

tal setup for our real flight tests with multiple UAVs.
Firstly, Tracker, a motion capture software, captures the

positions of Crazyflies that are equipped with identifiable

markers, and the data are sent to the ground station via the
Robotic Operating System. In the ground station, our algo-
rithm is implemented based on the Crazyswarm architecture,23

which allows us to fly a swarm of quadcopters. The calculated
position, velocity and acceleration are sent to Crazyflies via
Crazyradio, to enable their built-in flight control laws to track
the references generated from our control protocols.

4.1. Verification of the distributed static control

The simulation part solves the consensus problem stated in

Problem 1 using the distributed static control protocol (5),
with each agent is modeled as a double-integrator system. In
this example, we assume that the input bounds of the leader

and the followers are 1 and 3, respectively. It is easy to verify
that Assumptions 1 and 2 are satisfied.

The communication topology is shown in Fig. 3. It is clear

that the undirected graph satisfies Assumption 3. The Lapla-
cian matrix L and the corresponding sub-matrix L1 are
Fig. 3 Communication network G in simula
L ¼

0 0 0 0 0

�1 3 � 1 � 1 0

0 � 1 2 0 � 1

0 � 1 0 1 0

0 0 � 1 0 1

2
6666664

3
7777775
; L1 ¼

3 � 1 � 1 0

�1 2 0 � 1

�1 0 1 0

0 � 1 0 1

2
6664

3
7775

respectively. It is straightforward to verify that L1 is symmetric
and positive definite.

For the distributed observer in Eq. (4) estimates that esti-
mate the input bound of the leader UAV, the initial states of
ci, i ¼ 1; 2; 3; 4, are set as a random constants between (0,1),

and the parameters are set as l1 ¼ 1 and q ¼ 5
7
since l1 is a

positive constant and 1=2 < q < 1, q 2 Rþ
odd. The estimation

of c is shown in Fig. 4. It can be seen that the estimation error

ci � c converges to zero in a finite time.
The initial states of the leader agent and the follower agents

are chosen as

½x0ð0Þ ; x1ð0Þ ; x2ð0Þ ; x3ð0Þ ; x4ð0Þ�

¼

1 0 0:8 � 1 � 1

1 2 � 1:2 2 1:7

0 0:3 0:6 1:2 � 0:4

0 � 0:5 0:2 0:8 � 1:2

2
6664

3
7775
tion and experiment of control protocol.
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The input of the leader during the simulation process is
demonstrated in the left figure of Fig. 5. It is obvious that it
is within the input bound.

Now, we consider the low gain parameter e ¼ 0:001. The
solution of the parameterized ARE Eq. (3) is

Pðe ¼ 0:001Þ ¼

0:008 0 0:0316 0

0 0:008 0 0:0316

0:0316 0 0:2535 0

0 0:0316 0 0:2535

2
6664

3
7775

The states of all the agents and the consensus error are
shown in Fig. 6. It is obvious that the leader-following consen-

sus errors converge to zero asymptotically under the dis-
tributed static control protocol.

The flight test shows a formation control with the dynamics

of the vehicles satisfying Eq. (25) using the distributed static
control protocol (5). The topology is shown in Fig. 3(b). In this
experiment, there is one leader UAV and two follower UAVs,

and the communication graph among the followers is undi-
rected. The initial states of the UAVs are set as

½x0ð0Þ ; x1ð0Þ ; x2ð0Þ� ¼
p0ð0Þ p1ð0Þ p2ð0Þ
v0ð0Þ v1ð0Þ v2ð0Þ
� �

¼

1 � 0:7 1:2

2:5 3:2 3:7

0 0 0

0 0 0

2
6664

3
7775

The desired relative distances between the 2 follower UAVs

and the leader UAV are

pd1 ¼ p1ðtÞ � p0ðtÞ ¼ ½�0:8 ; 1�T
pd2 ¼ p2ðtÞ � p0ðtÞ ¼ ½0:8 ; 1�T

(

Thus, the desired shape formed by the three UAVs is a tri-
angle. Note that the initial position of the vehicles is not in the

desired shape.
Fig. 5 Input of leader in simulation and acceleration
During the formation flight control, the acceleration of
the leader is demonstrated in the right figure of Fig. 5,
under which, the trajectory of each UAV is shaped like

the letter ‘Z’. It is obvious that the acceleration and velocity
are within the boundary constraint of the vehicles. Other
parameters used in the experiment are the same as the that

in the simulation in the above part. During the flight, the
vehicles firstly take off to the height of 1 m at a constant
speed, then the control protocol starts to work to form

the desired formation, after which they descend to the
ground. The video of flight test can be found in https://
youtu.be/XLnpWv25eSw. The comparison of trajectories in
real flight and simulation is shown in Fig. 7. Fig. 8 demon-

strates the tracking errors of each UAV between the real
flight and simulation during the time the control protocol
works, from which we find that the maximum tracking error

between the experiment and simulation is about 29 cm.
Combing the results in Fig. 7 and Fig. 8, it is not difficult
to draw the conclusion that the UAVs asymptotically con-

verge to the desired formation from the given initial condi-
tion under the distributed static control protocol (5). A
further analysis of the result will be given in Remark 3.

4.2. Verification of the distributed adaptive control

The simulation part solves the consensus problem stated in
Problem 1 using the distributed adaptive control protocol

(15), with each agent is modeled as a double-integrator system.
In this example, we assume that the input bounds of the leader
agent and the follower agents are 1 and 3, respectively, i.e.,

c ¼ 1; D ¼ 3: It is easy to verify that Assumptions 1 and 2
are satisfied.

The communication topology is shown in Fig. 9. It is clear

that the directed graph satisfies Assumption 4.
The Laplacian matrix L of G and the corresponding sub-

matrix L1 are
of leader in flight test of the control protocol (5).

https://youtu.be/XLnpWv25eSw
https://youtu.be/XLnpWv25eSw


Fig. 6 States of the agents and consensus errors under the distributed static control protocol (5).

Fig. 7 Comparison of trajectories in real flight and simulation with distributed static control protocol (5).

Fig. 8 Tracking error between the simulation and real flight test

of the distributed static control protocol (5).
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L ¼

0 0 0 0 0

�1 1 0 0 0

0 � 1 1 0 0

0 0 � 1 1 0

0 � 1 � 1 0 2

2
6666664

3
7777775
; L1 ¼

1 0 0 0

�1 1 0 0

0 � 1 1 0

�1 � 1 0 2

2
6664

3
7775

It is obvious that all eigenvalues of L1 have positive real

parts.
The initial state of the updating gain aiðtÞ for every follower

is set as ½a1ð0Þ; a2ð0Þ; a3ð0Þ; a4ð0Þ� ¼ ½0:01 ; 0:02 ; 0:015 ; 0:02�.
The initial states of the leader agent and the follower agents are
chosen as



Fig. 9 Communication network G used in both simulation and

experiment of control protocol (15).
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½x0ð0Þ ; x1ð0Þ ; x2ð0Þ ; x3ð0Þ ; x4ð0Þ�

¼

�1 � 1:8 � 0:2 � 1:4 0:2

2:5 3:5 3:5 3:5 3:5

0 0 0 0 0

�0:25 � 0:3 0:2 � 0:2 � 1:2

2
6664

3
7775

The input of the leader agent during the simulation process
is presented in the left figure of Fig. 10. We note that it is

within the input bound.
We consider the low gain parameter e ¼ 0:01. The solu-

tion of the parameterized ARE in Eq. (3) is

Pðe ¼ 0:01Þ ¼

0:0458 0 0:1 0

0 0:0458 0 0:1

0:1 0 0:4583 0

0 0:1 0 0:4583

2
6664

3
7775

In Fig. 11, the trajectories piðtÞ and consensus errors ei,

i ¼ 1; 2; 3; 4, are given, where we can conclude that the consen-
sus errors converge to zero asymptotically under the dis-
Fig. 10 Input of leader in simulation and acceleratio
tributed adaptive control protocol. The values of the
updating gain aiðtÞ for every follower is shown in Fig. 12.
We can find that each aiðtÞ converges to a positive constant.

The flight test shows a formation control with the dynamics
of the vehicles satisfying using the distributed static control
protocol (5) under the topology Fig. 9. The initial states of

the UAVs are set as

½x0ð0Þ ; x1ð0Þ ; x2ð0Þ ; x3ð0Þ ; x4ð0Þ�

¼

0 � 0:6 0:4 � 0:1 0:8

2 2:5 2:7 3 3

0 0 0 0 0

0 0 0 0 0

2
6664

3
7775

The relative distance between the 4 follower UAVs and the
leader UAV is

pd1 ¼ p1ðtÞ � p0ðtÞ ¼ ½�0:5 ; 0:6�T
pd2 ¼ p2ðtÞ � p0ðtÞ ¼ ½0:5 ; 0:6�T
pd3 ¼ p3ðtÞ � p0ðtÞ ¼ ½�0:5 ; 1:2�T
pd4 ¼ p4ðtÞ � p0ðtÞ ¼ ½0:5 ; 1:2�T

8>>><
>>>:

Note that the initial position of the vehicles is not in the
desired formation. During the formation flight control, the
acceleration of the leader agent is the same as that in the for-

mer test, and other parameters used in the experiment are the
same as that in the simulation in the above part. Similar to the
former test, the control protocol works when the UAVs are at
the height of 1 m. The video of flight test can be found in

https://youtu.be/6SNDqtqWYZg. The comparison of trajecto-
ries in real flight and simulation is shown in Fig. 13, while
Fig. 14 illustrates the tracking errors of each UAV between

the real flight and simulation during the time the control pro-
tocol works, from which we find that the maximum tracking
error between the experiment and simulation is about 19 cm.

Combing the results in Fig. 13 and Fig. 14, it is easy to draw
the conclusion that given the initial condition, the UAVs con-
verge to the desired formation asymptotically under the dis-

tributed adaptive control protocol (15).
n of leader in flight test of control protocol (15).

https://youtu.be/6SNDqtqWYZg


Fig. 11 States of the agents and consensus errors under the distributed adaptive control protocol (15).

Fig. 12 Values of the updating gain in the distributed adaptive

control protocol (15).

Fig. 13 Comparison of trajectories in real flight and simu
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Remark 3. We note that the vehicles cannot track the
trajectory perfectly and there are some oscillations of

Crazyflies during the flight process as the videos shows. There
are two main reasons for this fact. First, the dynamics of
Crazyflies cannot be exactly expressed by double-integrator
systems. The dynamics of Crazyflies22 is more complex than

the systems we used. Second, the hardware of Crazyflies and
the instability of the VICON motion capture system will affect
the experiment result to a certain degree. As Fig. 15 illustrates,

there remains tracking error during the takeoff phase where
the control protocol does not work. Though the tracking error
cannot be completely eliminated, it is within the acceptable

limits. However, it does not affect the verification of our
control law. It is worth noting that the multiple vehicles finally
converge to the desired formation from the given initial
lation with distributed adaptive control protocol (15).



Fig. 14 Tracking error between the simulation and real flight

test of the distributed adaptive control protocol (15).

Fig. 15 Tracking errors of UAVs during the takeoff phase.
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position, under the distributed static control law and the
distributed adaptive control law.
5. Conclusions

We have investigated in this work the formation control of

multiple UAVs based on the semi-global leader-following con-
sensus method. Two consensus protocols, i.e., the distributed
static control protocol and the distributed adaptive control

protocol, have been proposed and verified. The distributed sta-
tic control protocol is applicable to undirected topologies and
it depends on the global information of the communication

graph, while the distributed adaptive control protocol is
designed over directed topologies and an updating gain is used
to make it fully distributed with only neighbor interaction. Via

the low gain feedback design technique, the semi-global leader-
following consensus problem is solved by our proposed proto-
cols if the leader agent is globally reachable. Finally, a forma-
tion control problem of UAVs is formulated into the

consensus problem, and real flight tests are done to verify
the effectiveness of our control protocols.
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