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#### Abstract

摘要：本文采用优化方法解决度量区间时序逻辑下进行四旋翼的集成任务与运动规划问题．传统方法通常将任务约束和运动约束分层处理。由于不同规划层所使用的抽象模型并不完全匹配，任务规划层求解出的高层策略往往无法有效地被低层的运动规划层执行，从而只能找到次优的运动轨迹甚至找不到解。本文摒弃分层规划的策略，采用 B 样条拟合运动轨迹，将问题转化问一个混合整数线性规划问题，直接在同一层处理带有时序逻辑的任务约束以及运动约束。与其他现有方法对比，本文的方法保证了连续时间下的轨迹也可以完全满足所有约束条件，而非只有离散的轨迹点才可以满足．用四旋翼模型进行了一系列仿真验证，仿真结果表明了方法的有效性．
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#### Abstract

This paper presents an optimization－based method for the integrated task and motion planning problem under temporal specifications．It is traditional to handle the task specifications and the continuous motion trajectory in separate layers．Due to model mismatching at different layers，it often leads to a sub－optimal or even infeasible trajectory．In this paper，we use the B－spline to formulate a mixed integer programming problem to satisfy the temporal constraints and generates a dynamically feasible trajectory in one run．Compared to existing works，our method guarantees the satisfaction of the state and temporal constraints over the entire trajectory instead of at discrete time points．The proposed method is tested with a simulated quadrotor and validated with various examples．
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## 1 Introduction

Planning is an essential module in any autonomous system．In the context of robotics，the planning problem is typically decoupled into two layers，i．e，motion plan－ ning and task planning．Lower－level motion planning focuses on the continuous domain and mainly handles the dynamics constraints of the vehicle and the geomet－ ric constraints presented in the work－space．It aims to find a dynamically feasible and collision－free trajectory from one state to another．On the other hand，higher－ level task planning normally works with an abstrac－ tion of the original system and focuses on the discrete－
domain．It aims to find a sequence of coarse actions（or sometimes a policy）that satisfies task－related require－ ments，such as＂go to rooms P1 or P2 and then go to room P3＂and＂If the robot find a parcel in room A，it shall then deliver the package to the room B within 5 time units．＂These task requirements often require the reasoning over the time domain and thus can be formal－ ized using the temporal logic formulas．

The major problem of two－layered approach is that the discrete model used in task planning layer often to－ tally ignores complex dynamics details and thus gener－ ates a sub－optimal or even an infeasible task plan for the

[^0]lower-level motion module to implement ${ }^{[1-2]}$. An additional interface layer or intermediate procedure ${ }^{[3-7]}$ is often required to communicate between two levels, update the high-level abstraction and perform necessary re-planning procedures.

Instead of using the two-layered approach, one can directly formulate the task requirements as a set of constraints over the underlying detailed dynamics mod-$\mathrm{el}^{[8-11]}$. The integrated task and motion planning problem is then formulated into a single optimization problem. Often, the task requirements are formalized as temporal logics, such as linear temporal logics (LTL) and signal temporal logics (STL). The temporal formulas are then translated into a set of mixed-integer linear constraints. The resulting optimization problem can be handled within a mixed-integer linear or quadratic programming (MILP or MIQP) ${ }^{[12]}$ framework. However, existing works focus only on point-wise constraints instead of interval-wise one. They often either directly assume that a discrete-time model is available, or use sampling-based techniques to abstract the original continuous dynamics into a discrete-time one. These works adopt the point-wise semantics of the temporal formulas. In other words, the state trajectory is interpreted as timed words (a sequence of timestamp and state pair) instead of a continuous signal (a sequence of intervals where the state holds). As a result, constraints are only effective on time points, and there is no guarantee of the satisfaction between two time points.

To address the issue, in this paper, we use smoothing B-spline to parametrize the system trajectory and formalize the task requirements as metric interval temporal logic (MITL). With the B-spline formulation, we can directly work with the continuous dynamics model instead of abstracting it into a discrete-time one. More importantly, the convex hull property of the B-spline allows us to address the interval-wise constraints systematically. Unlike common approaches based on pointwise semantics, we partition the time domain into a sequence of time intervals and translate temporal formulas into mixed-integer linear constraints over time intervals instead of time points. We illustrate our idea with a quadrotor model. Together with the vehicle dynamics and other constraints such as trajectory smoothness, the overall formulation remains an MIQP problem.

In summary, the advantages of our approach includes:

- By satisfying all temporal logical and motionlevel constrains in a mixed-integer programming, we avoid the problem of model mismatching due to different levels of abstraction in the task and motion planning layer.
- By utilizing the B -spline to represent the motion trajectory, all constraints can be satisfied on the entire
trajectory compared to individually sampled points in existing methods.

The rest of the paper is organized as follows. In Section 2 and Section 3, we present the related-works and the mathematical problem formulation of the integrated task and motion planning under temporal specifications. Section 4 and Section 5 discuss the proposed method, i.e., how to formulate the integrated task and motion planning problem into a MIQP optimization problem using B-spline. Simulations and experiments are provided in Section 6. Finally, Section 7 draw some concluding remarks.

## 2 Related works

In this section, we present some related works. We first discuss the traditional two-layered planning framework for the integrated task and motion planning problem. Then we proceed to discuss the two major methods for planning under temporal specifications, since the conventional planning techniques only handle the reachability issue (i.e, find a path from one state to another). Specifically, we present automata-based method and the optimization-based method.

### 2.1 Two-layered planning framework

Task planning and motion planning are normally viewed as two different research domains. The key reason for such an impression is that the former normally deals with abstract discrete dynamics while the latter focuses more on the continuous domain. There are various specialized algorithms and techniques for each domain.

At the task level, one can specify task requirements either in temporal logics or in planning domain definition language (PDDL). One often refers to the planning under temporal logics as a synthesis problem. Since we also use temporal logic as our formal task specification, we will give a more detailed review of the control synthesis under temporal logic in the latter part of this section. Note that it is also possible to express temporal constraints using PDDL ${ }^{[13]}$. Control synthesis approach and PDDL planning approach are generally different in terms of problem formulation, algorithms complexity, and the expressively of the specification. The two approaches are often studied by two different communities. The synthesis problem is studied more often in the control community and model checking community while the PDDL planning is studied more in the artificial intelligence planning community. Recently, there are more research efforts that aim to close the gap. For instance, [14] handles the non-reactive LTL synthesis problem by compiling the automata generated from LTL into a PDDL action with conditional effects. The resulting problem then can be solved by any standard PDDL classical planner ${ }^{[15]}$. [16] handles the reactive LTL synthesis problem by compiling the two-player
game into a standard fully observable planning problem (FOND). Any PDDL FOND planner thus can be used to solve the problem.

The integration of task and motion planning is not a trivial issue. The high-level task plan may be infeasible for lower-level motion planner to implement. This is due to the fact that, in a common hierarchical layered planning framework, task planning model is essentially an abstraction of the motion-level model; however, it is very difficult to obtain a correct abstraction such that every high-level plan can be implemented by the lower-level planner. In practice, one often adopts the iterative planning strategy. Specifically, one can start with a guessed task-level abstraction, and then plan with the guessed model. If the lower-level motion planner cannot implement the resulting task plan, the planner should figure out the reasons and update the high-level abstraction accordingly. A new planning cycle then begins with the updated high-level task model. For instance, [3] use an independent interface to communicate the geometric details from the motion level to tasklevel in terms of the logical predicate. [6, 17-18] partition the state space into several regions to form an abstraction. The discrete plan helps the sampling-based motion tree to identify the best possible region to explore. The motion tree also feedbacks utility information to the discrete planner, i.e., updates the discrete abstraction by adjusting region weights. [19] unifies the sampling-based planning for integration task and motion planning. It abstracts the motion planner into a PDDL action. By performing conditional sampling in task-motion space, it constructs a sampling-based abstraction. A discrete planner is then performed on this abstraction. If the planner fails to find a solution, more samples will be drawn to provide a denser abstraction. Though iterative planning provides a solution to the integrated task and motion planning problem, it should be noted that it remains challenging to identify the lowerlevel planning failure reasons and figure out how to update the high-level abstraction.

### 2.2 Automata-based methods for planning under temporal specifications

One popular approach to synthesize a controller under temporal specification is based on the automata theory ${ }^{[6,20-22]}$. The basic procedure can be summarized as follows. First, the temporal logic is translated into an equivalent automaton in the sense that the language satisfying the temporal formula is the same language accepted by the automaton. For instance, it has been proven that any linear temporal logic (LTL) formula can be fully mapped to an Büchi automaton and there are various tools available such as LTL2BA ${ }^{[23]}$ and Spot ${ }^{[24]}$. After obtaining the specification automaton, one can create a product automaton between the system abstraction (which is represented as a labelled
transition system) and the specification automaton. Finally, one can search for a satisfying path or policy over the product automaton. The automata-based synthesis approach is frequently combined with the iterative planning technique to handle partially unknown environments ${ }^{[6,22]}$. Sampling-based techniques can also be integrated with automata-based control synthesis ${ }^{[25-26]}$. There are also research efforts focusing on partial specification satisfaction based on automata-based synthesis approach ${ }^{[6,27-28]}$. Reactive synthesis with state uncertainty is also studied ${ }^{[29]}$. To synthesize a control strategy under MITL specifications, timed automata can be used. The system abstraction and specification automaton are all expressed in timed automaton ${ }^{[30]}$. A timed path (a sequence of the time-stamped waypoints) is obtained for a lower-level planner to follow. Algorithms of translating MITL specifications into timed automaton can be found in [31].

### 2.3 Optimization-based method for planning under temporal specifications

The temporal specification can also be translated directly into a set of constraints over the original dynamical system. The overall formulation is then solved in an MILP/MIQP framework, assuming the predicates are linear. Such an approach is generally referred as control synthesis from an optimization perspective ${ }^{[32]}$. Pioneer work of such an approach can be found in [8], where the author encodes the LTL formulas into a set of mixed-integer constraints. There is also various work focusing on the encoding of STL ${ }^{[9]}$. Instead of Boolean satisfaction, STL can provide quantitative satisfaction. For each STL formula, one can assign a robustness score over it to evaluate the robustness of the satisfaction. Such a robustness score can be seamlessly integrated into an optimization problem. [9] extends the synthesis problem into a receding horizon control framework. The major problem of MILP approach is the high computational burden, due to a large set of binary variables. Work in ${ }^{[33]}$ adopts an iterative planning approach and introduce fewer binary variables for each iteration. The idea is to guess a trajectory first and identify the violated points. Then they add new constraints over these violation points and solve again, which shares a similar idea of incremental constraints solving ${ }^{[5]}$. [34] provides a differentiable approximation of robustness function, and thus formulates an SQP problem for higher computational speed. [35] goes one step further by defining a new robustness score (Arithmetic-Geometric Mean Robustness) which directly has gradient information available. As mentioned, existing works adopt point-wise semantics of the temporal formulas and there is no guarantee that the constraints will be satisfied between $t$ wo discrete time points. The major difference of our proposed method is that we can guarantee interval-wise constraints satisfaction.

## 3 Problem formulation

In this section, we present the problem formulation for the integrated task and motion planning problem. Since we formalize the task specifications using the metric interval temporal logic (MITL), we will first provide some preliminaries on MITL.

### 3.1 Signal and MITL

Let $T$ denote the time domain, which is the set of non-negative real number $R \geqslant 0$. A time interval $I$ is a non-empty convex subset of the time domain $T$. An interval $I$ that $\sup (I)$ exists is called a bounded interval. We use $|I|$ to represent $\sup (I)-\inf (I)$. Let $I$ and $J$ be two intervals over $T$, the Minkowski sum of two intervals $I \oplus J$ is the set $\{r+s \in T \mid r \in I, s \in J\}$. Similarly, the Minkowski difference of two intervals $I \ominus J$ is the set $\{r-s \in T \mid r \in I, s \in J\}$.

Table 1 Minkowski sum of two intervals

| $\oplus$ | $[c$ | $(c$ | $\oplus$ | $d)$ | $d]$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $[a$ | $[a+c$ | $(a+c$ | $b)$ | $b+d)$ | $b+d)$ |
| $(a$ | $(a+c$ | $(a+c$ | $b]$ | $b+d)$ | $b+d]$ |

Let $A P$ denote a set of atomic propositions. A state $\sigma$ over $A P$ is the subset of $A P$. A signal $\gamma$ over $2^{A P}$ is a function $\gamma: T \rightarrow 2^{A P}$. In this work, we assume the signal has only finitely many discontinuities over a bounded time interval, in other words, we exclude the Zeno signal.

We consider a time interval sequence $\bar{I}=$ $I_{0} I_{1} I_{2} \cdots$, which partitions the time domain $T$ (i.e, 1) $\forall i \geqslant 0, \sup \left(I_{i}\right)=\inf \left(I_{i+1}\right)$ and the intersection of $I_{i}$ and $I_{i+1}$ is the empty set; 2$) \forall t \in T, t \in I_{i}$ for some $i$ ). The corresponding state sequence over the proposition set $2^{A P}$ is $\bar{\sigma}=\sigma_{0}, \sigma_{1}, \sigma_{2}, \cdots$. Then the timed state sequence over $2^{A P}$ is a pair $\kappa=(\bar{\sigma}, \bar{I})$ where $\bar{\sigma}$ and $\bar{I}$ are state sequence and interval sequence over $2^{A P}$ respectively. We let $\kappa(t)=\sigma_{i}$ if $t \in I_{i}$ for some $i \geqslant 0$, and $k(t)$ is essentially a signal over $2^{A P}$ in the time domain $T$.

We now introduce metric interval temporal logic (MITL). Formally, MITL formula over a set of propositions $A P$ are defined according to the grammar:

$$
\begin{equation*}
\varphi::=p|\neg \varphi| \varphi \wedge \varphi \mid \varphi \mathcal{U}_{I} \varphi \tag{1}
\end{equation*}
$$

where $p \in A P$ and $I$ is a non-singular interval of $T$ with rational end-points. $\neg$ and $\wedge$ are standard Boolean operator negation and conjunction. Other boolean connectives, disjunction ( $\vee$ ), implication $(\Rightarrow)$ and equivalence $(\Leftrightarrow)$, are defined as standard. $\mathcal{U}_{I}$ denotes temporal operator until. Other temporal operators eventually $\diamond_{I}$ and always $\square_{I}$ can be derived:

$$
\begin{equation*}
\diamond_{I} \varphi:=\operatorname{True} \mathcal{U}_{I} \varphi, \square_{I} \varphi:=\neg \diamond_{I} \neg \varphi \tag{2}
\end{equation*}
$$

There are two types of semantics for MITL, one is point-wise semantics where the MITL formula is interpreted over timed words; the other is continuous seman-
tics where the formula is interpreted over signals. We focus on the continuous semantics. Given a signal $\gamma$ over $2^{A P}, t \in T$, and a formula $\varphi$, the satisfaction relation $\gamma, i \models \varphi$ (whether the signal $\gamma$ satisfies the formula $\varphi$ at time $t$ ) is recursively defined as

- $\gamma, t \equiv p$ iff $p \in \gamma(t) ;$
- $\gamma, t \equiv \neg \varphi$, iff $\sigma, i \neq \varphi$;
- $\gamma, t \mid=\varphi_{1} \wedge \varphi_{2}$, iff $\gamma, i=\varphi_{1}$ and $\gamma, t=\varphi_{2}$;
- $\gamma, t \equiv \varphi_{1} \mathcal{U}_{I} \varphi_{2}$, iff $\exists t^{\prime} \in t \oplus I, \gamma, t^{\prime} \models \varphi_{2}$ and $\forall t^{\prime \prime} \in\left(t, t^{\prime}\right), \gamma, t^{\prime \prime} \models \varphi_{1}$.

Remark Metric temporal logic (MTL) can be seen as a timed version of linear temporal logic (LTL). LTL considers only the ordering of the events but MTL extends LTL with quantitative timed information. However, it has been shown that the model checking of MTL is non decidable over the infinite continuous semantics ${ }^{[36]}$. To address the issue, metric interval temporal logic (MITL), as a fragment of MTL is proposed. Unlike MTL, MITL does not allow punctuality. In other words, singular time interval for temporal operator is not allowed in MITL. Signal temporal logic (STL) ${ }^{[37]}$ can be seen as a special extension (real-valued signals) of the bounded subset of MITL, i.e, MITL $_{[a, b]}$.

### 3.2 Integrated task and motion planning

We consider a system with the state space $\mathcal{X} \subseteq \mathbb{R}^{n}$. The state evolves according to a constrained differential equation:

$$
\begin{equation*}
\dot{x}(t)=f(x(t), u(t)), x \in X_{\mathrm{C}} \tag{3}
\end{equation*}
$$

where $X_{\mathrm{C}} \subseteq X \subseteq \mathbb{R}^{n}$ describe the state constraints. $U$ is a set of admissible control inputs, and $u(t) \in U$ is the control signal.

The semantics of a proposition $p \in A P$ is defined over the state space $X$ by a function $\operatorname{HOLDS}(p, x)$ : $A P \times X \rightarrow\{\top, \perp\}$, which indicates whether or not $x \in X$ satisfies $p$. A mapping $\mathcal{M}: V \rightarrow 2^{A P}$ defines all the propositions satisfied by the state $x$ :

$$
\begin{equation*}
\mathcal{M}(x)=\{p \mid p \in A P \text { and } \operatorname{HOLDS}(p, x)=\top\} \tag{4}
\end{equation*}
$$

In this paper, we assume that $p$ maps to a union of a finite number of convex polytopes. The integrated task and motion planning problem is to find a control signal $u:[0, T] \rightarrow U$ such that the dynamically feasible trajectory $x(t)$ obtained by applying $u$ to initial state i.e, $x(t)=x_{\text {init }}+\int_{h=0}^{t}(f(x(h), u(h))) \mathrm{d} h$ is also collision free and satisfy the formula $\varphi$.

## 4 Motion parametrization

Since a continuous trajectory is of infinite dimension, which cannot be manipulated with numerical methods, it is necessary to describe the trajectory with finite parameters, such as using a fixed ordered polynomial to describe a trajectory. In this paper, we adopt the B -spline formulation to parameterize the trajectory. By using the convex hull property of the B-spline, it is possible to guarantee the satisfaction of temporal logic constraints over a continuous time-segment.

### 4.1 B-spline formulation

We use a clamped uniform B-spline $S_{k}$ to parametrize the trajectory, where $k$ is the order of the spline. Let $N_{i}^{k}$ denote the $i$-th basis function, $c_{i}$ be the corresponding control point and $s$ be the path parameter. The $k$-th order spline $S_{k}$ is then defined as

$$
\begin{equation*}
S_{k}(s)=\sum_{i=0}^{M-1} c_{i} N_{i}^{k}(s), c_{i}, S \in \mathcal{X}, N_{i}^{k} \in \mathbb{R} \tag{5}
\end{equation*}
$$

where $\mathcal{X} \in \mathbb{R}^{d \times 1}$ is the $d$ dimensional work space and $d \in \mathbb{N}$.

The matrix $C=\left[\begin{array}{llll}c_{0} & c_{1} & \cdots & c_{M-1}\end{array}\right] \in \mathbb{R}^{d \times M}$ is referred as the control point matrix and $\hat{C}=C^{\mathrm{T}}$ is the vectorized version of $C$. We can also create a matrix $\Lambda_{i}$ to represent the relationship between the $i$-th control point $c_{i}$ and $\hat{C}$, such that:

$$
\begin{equation*}
c_{i}=\Lambda_{i} \hat{C}, i \in\{0,1, \cdots, M-1\} \tag{6}
\end{equation*}
$$

Let $\mathcal{K}=\left[\begin{array}{llll}s_{0} & s_{1} & \cdots & s_{M+k}\end{array}\right]$ denote a knot vector, the basis functions are defined recursively over the knot vector as
$N_{i}^{0}(s)= \begin{cases}1, & \text { if } s_{i} \leqslant s<s_{i+1}, \\ 0, & \text { otherwise, }\end{cases}$
$N_{i}^{j}(s)=N_{\mathrm{A}}(s, i, j) N_{i}^{j-1}(s)+N_{\mathrm{B}}(s, i, j) N_{i+1}^{j-1}(s)$,
where

$$
\begin{align*}
& N_{\mathrm{A}}(s, i, j)= \begin{cases}0, & \text { if } s_{i}=s_{i+j} \\
\frac{s-s_{i}}{s_{i+j}-s_{i}}, & \text { otherwise }\end{cases} \\
& N_{\mathrm{B}}(s, i, j)= \begin{cases}0, & \text { if } s_{i+1}=s_{i+j+1} \\
\frac{s_{i+j+1}-s}{s_{i+j+1}-s_{i+1}}, & \text { otherwise }\end{cases} \tag{8}
\end{align*}
$$

For a uniform clamped spline, we have

$$
\left.\begin{array}{rl}
\mathcal{K}= & {\left[\begin{array}{lllll}
s_{0} & s_{1} & \cdots & s_{M+k}
\end{array}\right]=} \\
& \underbrace{0}_{k+1 \text { times }} 1 \cdots \tag{9}
\end{array}\right]
$$

There are two important properties of the B-spline. Specifically, they are 1) non-negativity:
$N_{i}^{k}(s) \geqslant 0, \forall i \in\{0,1, \cdots, M-1\}, \forall s \in\left[s_{0}, s_{M+k}\right]$,
and 2) partition-of-unity:

$$
\begin{equation*}
\sum_{i=0}^{M-1} N_{i}^{k}(s)=1, \forall s \in\left[s_{0}, s_{M+k}\right] \tag{11}
\end{equation*}
$$

### 4.2 Mapping between the path parameter and the time parameter

The mapping between the path parameter $s$ and the time $t$ can be assigned linearly, following the work in [38]:

$$
\begin{equation*}
\frac{s}{t}=\alpha \tag{12}
\end{equation*}
$$

Hence, we have $S_{k}(s)=S_{k}(\alpha t)$ where $t \in\left[0, T_{\text {end }}\right]$
and $T_{\text {end }}=\frac{M-k}{\alpha}$.
From Eq.(12) above, given a time point $\tau_{j}$, the path variable for $\tau_{j}$ can be obtained as $\alpha \tau_{j}$. Let $\eta\left(\tau_{j}\right)=$ $\left\lfloor\alpha \tau_{j}\right\rfloor+k$. Then $\alpha \tau_{j}$ would appear in a knot vector $\left[s_{\eta\left(\tau_{j}\right)}, s_{\eta\left(\tau_{j}\right)+1}\right)$.

According to the definition of the basis functions (Eq.(8)), for any knot span $\left[u_{i}, u_{i+1}\right.$ ), there are at most $k+1$ non-zero basis functions, which are $N_{i-k}^{k}$, $N_{i-k+1}^{k}, \cdots, N_{i}^{k}$. Hence for a time interval $\left[\tau_{j}, \rho_{j}\right)$, only basis functions $N_{i}^{k}(s), i \in\left\{\eta\left(\tau_{j}\right)-k, \cdots, \eta\left(\rho_{j}\right)\right\}$ are possibly non-zero. We can then safely ignore all other basis functions since they are zeros and have no effects on the spline.

### 4.3 Convex hull property of B-spline

Assume we have a linear constraint on state $x$ that can be represented by a convex polytope. Let the polytope be the set of states

$$
\begin{equation*}
\{x \in \mathcal{X} \mid A x \leqslant b\} . \tag{13}
\end{equation*}
$$

For a B-spline formulation, the above constraint can be satisfied by constraining the control points $c_{i}$ inside the polytope. Specifically, we have

$$
\begin{equation*}
A c_{i} \leqslant b, i \in\{0,1, \cdots, M-1\} . \tag{14}
\end{equation*}
$$

We present a simple proof here by applying the two important properties of the B-spline mentioned in Eq.(10) and Eq.(11).

Proof We slightly abuse the notation and use $N_{i}$ to denote the basis function $N_{i}^{k}\left(t_{s}\right)$ in Eq.(5). Let $x$ denote a point on the trajectory at time $t_{s}$. We have

$$
\begin{equation*}
A x=A \sum_{i} N_{i} c_{i}=\sum_{i} N_{i}\left(A c_{i}\right) \tag{15}
\end{equation*}
$$

Since basis functions are all non-negative (Eq.(11)) and the summation of all basis functions at a particular point is always unity (Eq.(11)), we then have

$$
\begin{equation*}
\sum_{i} N_{i}\left(A c_{i}\right) \leqslant \sum_{i} N_{i} b=b \Rightarrow A x \leqslant b . \tag{16}
\end{equation*}
$$

## QED.

We now consider the above linear constraint over a specific time interval $I=\left[\tau_{j}, \rho_{j}\right)$. Following the Section 4.2, we have

$$
\begin{equation*}
A c_{i} \leqslant b, i \in\left\{\eta\left(\tau_{j}\right)-k, \cdots, \eta\left(\rho_{j}\right)\right\} \tag{17}
\end{equation*}
$$

By replacing $c_{i}$ with Eq.(6), we have

$$
\begin{equation*}
A \Lambda_{i} \hat{C} \leqslant b, i \in\left\{\eta\left(\tau_{j}\right)-k, \cdots, \eta\left(\rho_{j}\right)\right\} \tag{18}
\end{equation*}
$$

### 4.4 Optimization objective: smoothness

It is desired to generate a smooth trajectory for the vehicle to track. We define the smoothness cost as the following and would like to minimize this cost during the optimization process:

$$
\begin{align*}
E_{\text {smooth }}= & \sum_{n=1}^{k} \rho_{(n)} \int_{-\infty}^{\infty}\left\|\frac{\mathrm{d}^{n} S_{k}}{\mathrm{~d} t^{n}}\right\|^{2} \mathrm{~d} t= \\
& \sum_{n=1}^{k} \sum_{i=1}^{d} \rho_{(n)} \int_{-\infty}^{\infty}\left(\frac{\mathrm{d}^{n} S_{k(i)}}{\mathrm{d} t^{n}}\right)^{2} \mathrm{~d} t \tag{19}
\end{align*}
$$

where $\rho_{(n)} \geqslant 0, \forall n \in\{1, \cdots, k\}$. We can express the above term as a quadratic form, following the work in [39],

$$
\begin{equation*}
\hat{C}^{\mathrm{T}}\left[\sum_{n=1}^{k}\left(\rho_{(n)} V_{n}\right) \otimes I_{d}\right] \hat{C} \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{n(i, j)}=\alpha^{2 n-1} \int_{-\infty}^{\infty} \frac{\mathrm{d}^{n} N_{i}^{k}(s)}{\mathrm{d} s^{n}} \frac{\mathrm{~d}^{n} N_{j}^{k}(s)}{\mathrm{d} s^{n}} \mathrm{~d} s \tag{21}
\end{equation*}
$$

and $\otimes$ is the Kronecker product operator, and $I_{d}$ is an identity matrix of dimension $\mathbb{R}^{d \times d}$. We identify that the above cost term is actually obtained by integrating/summing together the square of trajectory's derivatives. For quadrotors, we can take the derivative up to the snap since the snap can be mapped to the angular acceleration of the quadrotor ${ }^{[40]}$. In practice, minimum jerk trajectory is also popular.

### 4.5 Dynamics constraints

The trajectory has to satisfy the dynamics constraints of the vehicle. In [41], it has shown that, for a quadrotor, the constraints on the thrust and body rate can be translated into a set of constraints on the accelerations and jerks. In other words, we can satisfy the dynamics constraints of the quadrotor by assigning limits on the derivatives of the trajectory, i.e., velocity, acceleration and jerk. We now show how can we apply the convex hull property of B-spline to constrain these derivatives of the trajectory. Let $S_{k}^{(1)}$ denote the first derivative of a $k$ th order B-spline $S_{k}$, which is a $k-1$ th order B-spline itself:

$$
\begin{equation*}
S_{k}^{(1)}=\frac{\mathrm{d} S^{k}(s)}{\mathrm{d} t}=\sum_{i=0}^{M-2} c_{i}^{(1)} N_{i+1}^{k-1}(s), \tag{22}
\end{equation*}
$$

where $c_{i}^{(1)}$ is given as

$$
\begin{equation*}
c_{i}^{(1)}=\alpha \frac{k\left(c_{i+1}-c_{i}\right)}{s_{i+k+1}-s_{i+1}} \tag{23}
\end{equation*}
$$

The knot vector $\mathcal{K}^{(1)}$ for $S_{k}^{(1)}$ is

$$
\begin{align*}
\mathcal{K}^{(1)} & =\left[\begin{array}{lllll}
s_{0}^{(1)} & s_{1}^{(1)} & \cdots & s_{M+k-1}^{(1)}
\end{array}\right] \\
& =\left[\begin{array}{lllll}
0 \cdots \underbrace{0}_{k \text { times }} \cdots & 1 & 2 & \cdots & \underbrace{M-k}_{k \text { times }} \cdots
\end{array}\right], \tag{24}
\end{align*}
$$

which simply removes the first and last elements in the knot vector $\mathcal{K}$ of $S_{k}$. Let $C^{(1)}=\left[\begin{array}{llll}c_{0}^{(1)} & c_{1}^{(1)} & \cdots & c_{(1)}^{(M-2)}\end{array}\right]$ denote the control point matrix of $S_{k}^{(1)}$, we can express Eq.(23) in a matrix form

$$
\begin{equation*}
\hat{C}^{(1)}=\alpha \Gamma_{1} \hat{C}, \tag{25}
\end{equation*}
$$

where $\hat{C}$ is the vectorized control point matrix of $S_{k}$. Similarly, for the $n$th order derivative $S_{k}^{(n)}$, the vectorized control point matrix $\hat{C}^{(n)}$ is

$$
\begin{equation*}
\hat{C}^{(n)}=\alpha^{n} \Gamma_{n} \hat{C} \tag{26}
\end{equation*}
$$

Following the same reasoning procedure for Eq.(6), we define the mapping matrix for the control points of $S_{k}^{(n)}$ as

$$
\begin{equation*}
c_{i}^{(n)}=\Lambda_{i}^{(n)} \hat{C}^{(n)} \tag{27}
\end{equation*}
$$

Note that $S_{k}^{(n)}$ is a $k-n$th order B-spline and we can still apply the convex hull property in Section 4.3. To constrain the $n$-th derivative $S_{k}^{(n)}$ inside a convex polytope $\left\{p \in \mathcal{X} \mid A_{n} p \leqslant b_{n}\right\}$, it is sufficient to constrain its control point:

$$
\begin{align*}
A_{n} c_{i}^{(n)}= & A_{n} \Lambda_{i}^{(n)} \hat{C}^{(n)}=\alpha^{n} A_{n} \Lambda_{i}^{(n)} \Gamma_{n} \hat{C}<b_{n} \\
& \forall i \in\{0, \cdots, M-n-1\} \tag{28}
\end{align*}
$$

### 4.6 Boundary conditions

For a clamped B-spline $S_{k}$, the boundary condition can be directly imposed on its control points, because

$$
\begin{align*}
& S_{k}(0)=c_{0} \\
& S_{k}\left(\alpha T_{\text {end }}\right)=c_{M-1} \tag{29}
\end{align*}
$$

where the $c_{0}$ is the first control point and $c_{M-1}$ is the last control point. Similarly, for its $n$th derivative $S_{k}^{(n)}$, we have

$$
\begin{align*}
& S_{k}^{(n)}(0)=c_{0}^{(n)} \\
& S_{k}^{(n)}\left(\alpha T_{\mathrm{end}}\right)=c_{M-n-1}^{(n)} \tag{30}
\end{align*}
$$

where $c_{0}^{(n)}$ and $c_{M-n-1}^{(n)}$ are first and last control points.
Following the derivative relation (Eq.(26)) and control points mapping (Eq.(6)), we have boundary condition as equality constraints over vectorized control points matrix $\hat{C}$ :

$$
\left\{\begin{array}{l}
\Lambda_{0} \hat{C}=S_{\mathrm{ini}}  \tag{31}\\
\Lambda_{M-1} \hat{C}=S_{\mathrm{end}} \\
\alpha^{n} \Lambda_{0}^{(n)} \Gamma_{n} \hat{C}=S_{\mathrm{ini}}^{(n)} \\
\alpha^{n} \Lambda_{M-n-1}^{(n)} \Gamma_{n} \hat{C}=S_{\mathrm{end}}^{(n)}
\end{array}\right.
$$

where $S_{\mathrm{ini}}, S_{\mathrm{end}}, S_{\mathrm{ini}}^{(n)}, S_{\text {end }}^{(n)}$ denote the desired initial and end condition of the trajectory $S_{k}$ and its $n$th derivative $S_{k}^{(n)}$.

## 5 Mixed-integer formulation for MITL

We have discussed how to use B-spline to parametrize the trajectory and formulate basic dynamics constraints in Section 4. In this section, we will discuss how to formally formulate the task requirements specified in MITL. Based on the framework developed by [8] for LTL and [9] for STL, we translate the MITL formula into a set of mixed-integer linear constraints. However, instead of introducing binary variables over time points like ${ }^{[8-9]}$, we define our boolean variables over time intervals. With the capability of B-spline to handle interval-wise constraints (Section 4.3), we can now interpret our trajectory as a continuous signal instead of timed words.

### 5.1 Encoding

### 5.1.1 Proposition

A proposition $p$ is essentially mapped to a subset of the underlying state space. In this paper, we assume
that such a subset can be described by a union of a finite number of closed convex polytopes. Each polytope then can be expressed as a linear constraint. Assume there are in total $N_{\text {poly }}$ polytopes, the $j$-th polytope is the set of states
$\left\{x \in \mathcal{X} \mid H^{p_{j}} x \leqslant K^{p_{j}}\right\}, \forall j \in\left\{0,1, \cdots, N_{\text {poly }}-1\right\}$.
From the analysis in Section 4.3, the above constraint can be satisfied by constraining the control points $c_{i}$ instead. Assume that during the time interval $I=$ $\left[\tau_{j}, \rho_{j}\right)$, the system satisfies the constraint described by the $j$-th polytope. Following the Section 4.2, we have

$$
\begin{equation*}
H^{p_{j}} c_{i} \leqslant K^{p_{j}}, i \in\left\{\eta\left(\tau_{j}\right)-k, \cdots, \eta\left(\rho_{j}\right)\right\} . \tag{33}
\end{equation*}
$$

We define a boolean variable $z_{I}^{p_{j}} \in\{0,1\}$ such that during the time interval $I=\left[\tau_{j}, \rho_{j}\right)$, if $j$-th polytope constraint $p_{j}$ is true, and then $z_{I}^{p_{j}}=1$. For each polytope, we can use standard big-M formulation to enforce the above constraint. By replacing $c_{i}$ with Eq.(6), we have
$H^{p_{j}} \Lambda_{i} \hat{C} \leqslant K^{p_{j}}+M_{\mathrm{c}}\left(1-z_{I}^{p_{j}}\right), i \in\{0,1, \cdots, M-1\}$,
where $M_{\mathrm{c}}$ is a sufficiently large constant. We further define $z_{I}^{p}:=\bigvee z_{I}^{p_{j}}, j \in\left\{0,1, \cdots, N_{\text {poly }}-1\right\}$. If $z_{I}^{p}$ is true, then $x$ satisfies the proposition $p$ during the time interval $I$.

$$
\begin{align*}
& z_{I}^{p} \geqslant z_{I}^{p_{j}}, \forall j \in\left\{0,1, \cdots, N_{\text {poly }}-1\right\}, \\
& z_{I}^{p} \leqslant \sum_{j=0}^{N_{\mathrm{poly}}-1} z_{I}^{p_{j}} . \tag{35}
\end{align*}
$$

### 5.1.2 Boolean operators

For a formula $\varphi$, we define a boolean variable $z_{I}^{\varphi}$ to indicate whether the formula $\varphi$ hold or not during the time interval $I$. We then define new binary variable $z_{I}^{\psi}$ to represent logic operators.

$$
\text { Negation } z_{I}^{\psi}=\neg z_{I}^{\varphi} \text { : }
$$

$$
\begin{equation*}
z_{I}^{\psi}=1-z_{I}^{\varphi} \tag{36}
\end{equation*}
$$

Conjunction of $n$ sub-formulas $z_{I}^{\psi}=\bigwedge_{i=1}^{n} z_{I}^{\varphi_{i}}$ :

$$
\begin{align*}
& z_{I}^{\psi} \leqslant z_{I}^{\varphi_{i}}, i=1, \cdots, n, \\
& z_{t}^{\psi} \geqslant 1-n+\sum_{i=1}^{n} z_{I}^{\varphi_{i}} . \tag{37}
\end{align*}
$$

Disjunction of $n$ sub-formulas $z_{I}^{\psi}=\bigvee_{i=1}^{n} z_{I}^{\varphi_{i}}$, we have

$$
\begin{align*}
& z_{I}^{\psi} \geqslant z_{I}^{\varphi_{i}}, i=1, \cdots, n \\
& z_{I}^{\psi} \leqslant \sum_{i=1}^{n} z_{I}^{\varphi_{i}} \tag{38}
\end{align*}
$$

### 5.1.3 Temporal operators

Temporal operators can be viewed as the conjunction or disjunction over time intervals. Before we start encoding, we first need to calculate the correct time in-
terval with respect to current time interval. Assume that the temporal operator is operating over interval $I$ with respect to current time interval $I_{\mathrm{c}}$. The new time interval is the Minkowski sum of two intervals $I_{\mathrm{c}} \oplus I$, but within the total time horizon $T_{\text {end }}$. So the final interval is $I_{\mathrm{c}} \oplus I \cap\left[0, T_{\mathrm{end}}\right]$.

$$
\begin{align*}
\text { Always: } \psi=\square_{I} \varphi, \\
z_{I_{\mathrm{c}}}^{\psi}:=\bigwedge_{I_{i}} z_{I_{i}}^{\varphi}, \forall I_{i} \in I_{\mathrm{c}} \oplus I \cap\left[0, T_{\mathrm{end}}\right] . \tag{39}
\end{align*}
$$

Basically, the temporal operator always encodes that the during the time interval $I_{\mathrm{c}} \oplus I \cap\left[0, T_{N}\right]$, the formula has to be satisfied for every sub time intervals. The encoding of conjunction is similar to Eq.(37), but with one $\varphi$ for $n$ intervals. Note that if the formula $\varphi$ can be represented as a set of convex constraints (e.g., an simple convex proposition), it is possible to merge the multiple sub time interval into a big one.

Eventually: $\psi=\diamond_{I} \varphi$,

$$
\begin{equation*}
z_{I_{\mathrm{c}}}^{\psi}:=\bigvee_{I_{i}} z_{I_{i}}^{\varphi}, \forall I_{i} \in I_{\mathrm{c}} \oplus I \cap\left[0, T_{\mathrm{end}}\right] \tag{40}
\end{equation*}
$$

The temporal operator always basically encodes that the during time interval $\left[a^{\prime}, b^{\prime}\right]$, the formula has to be satisfied at one of sub intervals. The encoding of disjunction is similar to Eq.(38).

$$
\text { Until: } \psi=\varphi_{1} \mathcal{U}_{I} \varphi_{2}
$$

$$
\begin{equation*}
z_{I_{\mathrm{c}}}^{\psi}=\bigvee_{I^{\prime} \in I_{\mathrm{c}} \oplus I \cap\left[0, T_{\mathrm{end}}\right]}\left(z_{I^{\prime}}^{\varphi_{2}} \wedge \bigwedge_{I^{\prime \prime} \in\left[I_{\mathrm{c}}, I^{\prime}\right]} z_{I^{\prime \prime}}^{\varphi_{1}}\right) . \tag{41}
\end{equation*}
$$

### 5.2 Prefix-suffix structure

The MITL is interpreted over an infinite sequence. However, we have to encode this infinite behaviour in a finite number of time intervals. The core idea is to parametrize the infinite trajectory into a prefix-suffix form. The prefix is a finite path starting from the initial state and the suffix part is a periodic signal that forms a loop. For an MITL specification, at least one of the satisfying run is in the prefix-suffix form. The result is directly derived from the LTL. The LTL formula can be translated equivalently into a Büchi automata. The loop structure comes from the fact that acceptance conditions of the Büchi automata require a run visits the same accepting state infinite often. Hence, the satisfying run can be decomposed into two segments. One segment (prefix) starts from the initial state, and ends in one of accepting state. Another segment (suffix) starts from the reached accepting state and comes back to the same accepting state (possibly after visiting some other states), and thus looping around the accepting state and satisfying the Büchi acceptance condition.

Formally, we consider the trajectory in the form of $x=x_{\text {pre }}\left(x_{\text {suf }}\right)^{\omega}$, where $x_{\text {pre }}$ is the prefix and $x_{\text {suf }}$ is the suffix. Let $x_{\text {cat }}:=x_{\text {pre }} x_{\text {suf }}$ denote the concatenation of prefix and suffix. Assume there are in total $N+1$ time intervals. We assign interval indices to $x_{\text {cat }}$
as $T_{\text {cat }}:=\{0,1, \cdots, L, \cdots, N\}$, let $T_{\text {pre }}:=\{0,1$, $\cdots, L-1\}$ and $T_{\text {suf }}:=\{L, \cdots, N\}$. To encode the prefix-suffix structure, for each time interval $i$, we introduce a boolean variable $l_{i}$ to indicate whether the loop starts in this particular time interval. If a loop occurs, then it means the start of the suffix part of the signal should be the same as the end of the suffix part of signal. Let $t_{L}$ be the $\inf \left(I_{L}\right)$ of the time interval $I_{L}$, and $t_{\text {end }}$ be the total end time used for the optimization. We can enforce the prefix-suffix structure by imposing a constraint of $x\left(t_{L}\right)=x\left(t_{\text {end }}\right)$.

$$
\left\{\begin{array}{l}
\sum_{i=0}^{N} l_{i}=1  \tag{42}\\
x\left(t_{\text {end }}\right) \leqslant x\left(t_{L}\right)+M_{i}\left(1-l_{i}\right), i=0, \cdots, N \\
x\left(t_{\text {end }}\right) \geqslant x\left(t_{L}\right)+M_{i}\left(1-l_{i}\right), i=0, \cdots, N
\end{array}\right.
$$

## 6 Simulations and results

This section presents the simulation results for the proposed method as well as the comparison study with other methods. By using the B-spline to parametrize the motion trajectory, our method can directly handle the continuous-time dynamics, without the need to discretize it into a discrete-time one. Also, the B-spline formulation allows us to handle the interval wise constraints directly. As a result, unlike the previous methods relying on pointwise semantics, our generated trajectory is not a sequence of points, but a true smooth signal over continuous time.

We first present two examples to illustrate the ability of our method. Then we present the comparison study between our method and other existing methods , including the traditional two-layered method and the
method based on point-wise semantics of temporal logic. For all simulations, we use a quadrotor model presented above. The total planning horizon is set as 10 seconds and we partition it into 10 time intervals. The implementation is done in the Matlab. The encoding of MITL is obtained by modifying the existing toolbox BluSTL ${ }^{[9]}$. The B-spline formulation is based on our previous works [42] and [43]. We use the Gurobi as the main optimization solver for our simulations.

### 6.1 Simulation results

Example 1 First of all, we consider a simple temporal formula, where the time interval for the temporal operators is $[0, \infty)$. Specifically, the drone is always required to avoid the red obstacle. Also, it has to eventually reach the blue region and green region for some tasks. Finally, it should stop at an end target. Such a task specification can describe a wide range of tasks. For instance, it can model the task that the drone need to take some pictures of both blue region and green region. The order of visiting the green region and the blue region does not matter as long as two regions have been both visited. Formally, if we omit the time interval notation, the specification of Example 1 can be written as

$$
\begin{equation*}
\varphi_{\text {eg } 1}:=\square\left(\neg p_{\text {red }}\right) \wedge \diamond p_{\text {green }} \wedge \diamond p_{\text {blue }} \wedge \diamond \square p_{\text {goal }}, \tag{43}
\end{equation*}
$$

where $p_{\text {red }}, p_{\text {green }}$ and $p_{\text {blue }}$ are propositions to indicate whether the vehicle position is inside the red, green or blue region. Where red, green, blue indicate the target zones.

We create three different settings by varying the locations of red, blue, and green regions, as well as the initial target and goal target, as shown in Fig. 1.



Fig. 1 Example 1. The quadrotor is required to always avoid the red region and eventually visit the green region and the blue region. Also, it is required that the vehicle finally stops at the goal location. We consider three different settings by varying the locations of interested regions. The left sub-figures show the workspace. The sub-figures on the middle and right columns show the position, velocity and acceleration profiles for $x$ axis and $y$ axis respectively

For different settings, the generated trajectories are also different. For instance, in Case 1 (Fig. 1), the drone reaches green region first and then reaches the blue region. In Case 2 (Fig. 1), the drone reaches the blue region first, then it reaches the green region. However, all generated trajectories satisfy the task requirements, i.e., avoiding the red regions, reaching both green and blue regions, stopping at goal location. The position, velocity, and acceleration profiles
for $x$ axis and $y$ axis are shown in the sub-figures of each case. As shown, we have continuous smooth signals for all position, velocity, and acceleration. More importantly, unlike the point-wise semantics, the constraints are satisfied over the entire trajectory instead of individual points.

Example 2 In the second example, the quadrotor is required first to reach the blue region within 5 s , and after that, it should reach the green region within
the next 4 s. Similar to Example 1, the drone has to finally stop at the goal target. The specification can be formally written as

$$
\begin{equation*}
\varphi_{\text {eg } 2}:=\diamond_{[0,5]}\left(p_{\text {blue }} \wedge \diamond_{[0,4]} p_{\text {green }}\right) \wedge \diamond \square p_{\text {goal }} . \tag{44}
\end{equation*}
$$

We also vary the locations of interested regions and present two different settings for the second example, as shown in Fig. 2. As expected, the generated trajectories for different workspace settings are also different, but all satisfy the requirements.


Fig. 2 Example 2. The quadrotor is required first to reach the blue region within 5 s . After that, it should reach the green region within the next 4 s . Also, it is required that the vehicle finally stop at the goal location. We consider two different settings by varying the locations of interested regions. The left sub-figures show the workspace. The sub-figures on the middle and right columns show the position, velocity and acceleration profiles for $x$ axis and $y$ axis respectively

First of all, we compare our method with the traditional two layered approach. For a mobile robot such as the quadrotor, it is traditional to decouple the task
and motion planning into two layers. The complex system is first abstracted into a simpler one, which often totally ignores the high order dynamics such as ve-
locity, acceleration and jerks. Then a high-level planner such as a pure geometric planner or discrete task planner is involved to generate a high-level plan based on the abstracted model. The resulted high-level plan is then fed into the lower-level planner to implement, where the detailed dynamics are considered. The major drawback of the two-layered approach is that it requires a simulation (or bi-simulation) relation between the high level planning model and low level planning model. In other words, it works with an underlying assumption that every high-level task plan can be implemented or simulated by the lower layer planer. Clearly, such an assumption does not always hold in real applications. Even the high-level plan is implementable, the resulted trajectory may be highly sub-optimal. It remains an open problem to obtain a correct abstract model for general dynamical system such that the abstraction has a simulation relation with the original system.

Figure 3 shows the comparison result with the two-layered approach. The vehicle is tasked to visit two regions (green and blue regions) in any order from a start position and stop at a goal position. The high-level planner considers only position-level dynamics of the system and computes a pure geometric path that fulfils the given temporal logic. For this particular task, the high-level plan is calculated as visiting green region first and then visiting blue region (see the purple straight line in Fig. 3(a). Note that this geometric path is actually optimal with respect to the abstracted model (i.e, it is the shortest geometric path that fulfils the task-level specification ). We use the same B-spline based motion algorithm discussed in Section 4 as our lower-level trajectory generation algorithm. The optimization target is the same (i.e, to generate minimal snap trajectory).

As shown in Fig. 3(a), if the initial velocity of the vehicle is zero, the resulted lower-level smooth trajectory is sufficiently satisfying. However, if the vehicle has a non-trivial amount of initial velocity, it is no longer suitable to stick to the high-level plan.

As shown in Fig. 3(b), due to the non-zero initial velocity of the positive $x$-direction, the generated trajectory curves intensively in order to visit the green region first, which is highly sub-optimal with respect to the full system dynamics. On the other hand, our method is able to find the optimal solution, which visits the blue region first and then visits the green region, as shown in Fig. 3(c). Compared to our method, the two layered planner shown in Fig. 3(b) has a cost value that is $26 \%$ higher.


Fig. 3 Comparison with two-layered planning method. The vehicle is tasked to visit two regions (green and blue regions) in any order from a start position and stops at a goal position

We also compare our method to the existing methods of adopting the point-wise semantics of the temporal logics. The point-wise semantics interpreted the state trajectory as timed words. As a result, temporal constraints are only enforced on the individual points of the trajectory. There is a risk that the constraints will be violated when the sampling rate is not high enough. In Fig. 4(a), The vehicle is tasked to reach green and blue regions in any order while avoiding
the red obstacle area. If we only enforce the obstacle avoidance constraints on the sampled points (the triangles) of the trajectory, it is possible that while all the sampled points are collision free, but the trajectory is still not-safe.


Fig. 4 Comparison with methods adopting the point-wise semantics. The vehicle is tasked to reach green and blue regions in any order while avoiding the red obstacle area.

## 7 Conclusion

This paper presented an MIQP method for the integrated task and motion planning problem for a quadrotor. The task requirements were formalized by metric interval temporal logic and were translated into a set of mixed-integer constraints. The most crucial component of our method is the B-Spline based motion parameterization, which allows us to handle continuous-time dynamics and interval wise constraints directly. We conducted various simulations to verify the effectiveness of our system. The simulation results showed that our method could successfully generate a smooth trajectory over continuous domain while satisfying the temporal specification. Our work can be naturally extended into a receding horizon control framework or be extended to handle
the robustness satisfaction instead of Boolean satisfaction. Another future direction is to study how to generate a domain-dependent time-domain partition.
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