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Abstract—Motivated by the 2013 International UAV Inno-
vation Grand Prix, we design and implement a real-time
vision system for an unmanned helicopter autonomously
transferring cargoes between two platforms. In the compe-
tition, four cargoes are initially placed inside four circles on
one platform, respectively. They are required to be trans-
ferred one by one into the four circles on the other platform.
This paper presents the core algorithms of the proposed
vision system on ellipse detection, ellipse tracking, and sin-
gle-circle-based position estimation. Experiments and the
great success of our team in the competition have verified
the efficiency, accuracy, and robustness of the algorithms.
Our team was ranked first in the final round competition.

Index Terms—Circle-based pose estimation, ellipse de-
tection, ellipse tracking, unmanned aerial vehicle (UAV),
vision-based navigation.

I. INTRODUCTION

A. Background

THE work presented in this paper is motivated by an
international competition, the 2013 International UAV

Innovation Grand Prix, which was held in September 2013 in
Beijing, China. The competition requires an unmanned aerial
vehicle (UAV) to autonomously transfer cargoes from one
moving platform to the other (see Fig. 1). The cargoes are four
buckets, each of which weighs 1.5 kg. In addition to cargo
transfer, the UAV is also required to autonomously take off
and land. The entire competition task must be completed by
the UAV fully autonomously without any human intervention.
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Fig. 1. Unmanned helicopter is approaching a platform to unload a
cargo.

Fig. 2. Ship-to-ship vertical replenishment. (Use of released U.S. Navy
imagery does not constitute product or organizational endorsement of
any kind by the U.S. Navy.).

The techniques developed for the competition are potentially
applicable to practical autonomous cargo transfer tasks such as
vertical replenishment (see Fig. 2).

The team from the Unmanned Aircraft Systems (UAS) group
at the National University of Singapore has developed a sophis-
ticated unmanned helicopter system. The unmanned helicopter
successfully completed the required competition tasks, and our
team was ranked first in the final round competition. This paper
focuses on the vision system of the unmanned helicopter. De-
tails of the hardware, software, control, and navigation systems
can be found in [1] and [2].
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B. Related Work

Autonomous cargo transfer using UAVs is a practically im-
portant research topic, which has been studied in [3]–[6]. Most
of the existing works are based on the assumption that the
position of the cargo relative to the UAV is accurately known.
However, the navigation of UAVs in outdoor is mainly based on
GPS/Inertial Navigation System, whose measurement accuracy
may practically reach several meters and does not meet the
requirement to grasp or drop a cargo precisely. Up to now,
implementations of vision-based autonomous cargo transfer by
UAVs in outdoor environments cannot be found in the literature
to the best of our knowledge.

Ellipse detection has been extensively investigated up to
now [7]–[13]. Compared with the methods based on Hough
transform [9], ellipse fitting [7], [8] is a very efficient method
to find an ellipse for a given contour. However, ellipse fitting is
not able to tell whether the fitted ellipse is a correct or a false
detection. The work in [14] proposed affine moment invariants
(AMIs) that are invariant to general affine transformations.
Since an arbitrary ellipse can be obtained by applying an affine
transformation to a circle, all ellipses and all circles have
exactly the same AMIs. Hence, AMIs are powerful tools for
ellipse detection [11]–[13].

There are generally two approaches to image tracking:
1) filtering and data association [15]–[18] and 2) target rep-
resentation and localization [19]–[23]. The first approach usu-
ally relies on Kalman or particle filtering techniques. In UAV
applications, the first approach can give reliable tracking per-
formance with the assistance of other motion sensors [18].
Considering that this approach is usually computationally in-
tensive and requires other types of sensors, we use the second
approach based on CAMShift [19], [21]–[23] in our work.

Pose estimation based on circle features has been studied by
many researchers [24]–[29]. The existing work mainly focused
on the cases of concentric circles [25]–[28], whereas the aim of
our work is to estimate the relative position of a single circle
based only on its image, i.e., a single ellipse. It is pointed out
in [29] that other information such as parallel lines is required
to estimate the pose of a single circle. By adopting a reasonable
assumption, we propose an efficient algorithm to estimate the
relative position of a single circle without the assistance of any
other information.

C. Main Contributions

1) We design and implement a real-time vision system for
autonomous cargo transfer by an unmanned helicopter.
The vision system has been proved as efficient, accurate,
and robust by experimental results and the great success
of our team in the competition.

2) This paper presents efficient and robust algorithms for
ellipse detection, ellipse tracking, and single-circle-based
position estimation. These algorithms are potentially ap-
plicable to a broad range of vision-based tasks such
as takeoff and landing [27], [28], [30], target tracking
and following [18], [31], visual servoing [32]–[35], and
formation control [36] as long as circles are used as the
visual features.

Fig. 3. Unmanned helicopter developed by the UAS group. (a) Heli-
copter grasping a cargo. (b) Onboard vision system.

3) Although computer vision provides promising ap-
proaches to many UAV tasks [23], [37], computationally
intensive vision algorithms are practically inapplicable
due to the very limited computational resources of UAVs.
When designing the vision system, we put more emphasis
on the efficiency of the algorithms and the convenience
of implementation. All of the proposed algorithms can be
implemented by the popular library OpenCV.

II. OVERVIEW OF THE VISION SYSTEM

A. Objectives

In the competition, four cargoes (buckets) are initially placed
inside four circles on one platform, respectively. The four
cargoes need to be transferred one by one into the four circles
on the other platform. Apparently, circles are the key features
for the vision system to process. The vision system should
be able to detect all the circles and cargoes in the image and
then intelligently decide which cargo the helicopter should load
and where the cargo should be transferred. When loading or
unloading a cargo, the target area must be continuously tracked
and localized by the vision system. In emergency situations
(for example, all the cargoes are out of the field of view
of the camera), the vision system should inform the control
system such that the unmanned helicopter can take appropriate
actions.

B. Hardware Design

As shown in Fig. 3, the vision system consists of a
downward-looking camera, a pan–tilt mechanism, and an on-
board computer. The camera is mounted on a pan–tilt mecha-
nism that is located on the nose of the helicopter [see Fig. 3(b)].
The pan–tilt mechanism is controlled at 50 Hz to compensate
the fast dynamic rotation of the helicopter. The compensation
of the helicopter rotation is essential for smooth target track-
ing in the image. In the meantime, the image plane of the
downward-looking camera can be controlled to be horizontal
and hence parallel to the circle features placed on the hori-
zontal ground. As will be shown later, this parallel condition
can greatly simplify the single-circle-based position estimation
problem. The onboard computer for vision processing is an
AscTec Mastermind personal computer with the CPU as Intel
Core2Duo SL9400 (2 × 1.86 GHz). The vision programs can
be executed at 10 Hz in the onboard computer.
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C. Working Procedure

We next briefly describe the working procedure of the vision
system. The helicopter autonomously takes off at a place far
from the platforms, and then, it is guided to the platforms based
on GPS navigation. Since the measurement error of GPS may
reach more than 5 m, the helicopter may not be guided to the
exact target point over the platforms. To handle this problem,
the vision system will start to search circles when the helicopter
flies close the platforms. Once several circles can be detected,
the position of the helicopter will be adjusted based on the
vision measurement. The cargo transfer mode of the helicopter
will be triggered once the vision system can successfully detect
all the eight circles on the two platforms. When loading or
unloading a cargo, the helicopter first flies to a point about 10 m
above the target area and then descends to about 1.5 m. During
this descending procedure, the downward-looking camera can
continuously observe the target.

Since each cargo is initially placed inside a circle, we need
to first localize the circles and then search the cargoes inside.
If multiple circles/cargoes are detected in the image, the vision
system can intelligently select a target cargo to load. Once the
target is selected, it will be tracked over the image sequence,
and its relative position will be continuously estimated. From
the above discussion, it is obvious that ellipse detection, ellipse
tracking, and single-circle-based position estimation are the
core problems to be solved. In fact, the three problems are also
crucial for any other vision-based tasks that use circles as visual
features. Although a series of other algorithms have been also
developed for the competition, we will mainly introduce our
proposed algorithms for the three problems in this paper due to
space limitations.

III. ELLIPSE DETECTION

Here, we present a three-step procedure for efficient and
robust ellipse detection. The three-step procedure consists of
the following: 1) preprocessing based on AMIs; 2) ellipse
fitting; and 3) postprocessing based on algebraic error. The
proposed algorithm can robustly detect both whole ellipses and
partially occluded ones.

A. Three-Step Ellipse Detection Procedure

In order to detect ellipses, we need to first obtain the contours
in the image by using, for example, color thresholding or edge
detection. Once the contours have been obtained, each of them
will be processed by the following three steps to see if it
corresponds to an ellipse.

Preprocessing Based on AMIs: The purpose of the pre-
processing step is to compute the AMIs of a contour and com-
pare them with the theoretical values. The theoretical values
of the AMIs for an arbitrary circle or ellipse are calculated as
below.

Four AMIs were proposed in [14, Section 2.1]. We only use
the first three in our work as the fourth one is much more

Fig. 4. Example to demonstrate the preprocessing and ellipse fitting.
(a) Color image. (b) Elliptical contours detected based on AMIs. (c)
Fitted ellipses with rotated bounding boxes.

complicated and less reliable than the first three. The first three
AMIs are expressed as
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where the central moment μij is given by

μij =

+∞∫
−∞

+∞∫
−∞

(x− x̄)i(y − ȳ)jρ(x, y)dxdy. (2)

In the preceding equation, (x̄, ȳ) is the coordinate of the cen-
troid, and ρ(x, y) is the density distribution function. Suppose
that ρ(x, y) = 1 when (x, y) is on the circle, and ρ(x, y) = 0
otherwise. Because all ellipses and circles have the same AMIs,
we only need to calculate the AMIs of a special one: a circle
centered at the origin with the radius as one unit. Then, (2) can
be rewritten as μij =

∫ 2π

0 cosi φ sinj φdφ, based on which it is
easy to calculate that μ00 = 2π, μ11 = 0, μ02 = μ20 = π, and
μ12 = μ21 = μ03 = μ30 = 0. Substituting these values into (1)
yields the theoretical values of the AMIs of an arbitrary ellipse
or circle, i.e.,

I1 =
1

16π2
≈ 0.006332 I2 = I3 = 0. (3)

If the AMIs of a contour are sufficiently close to the theo-
retical values, the contour can be classified as a good ellipse
candidate. Note that the theoretical values are calculated based
on an infinite number of points, whereas a contour in an
image always has a finite number of pixel points. As a result,
even if a contour corresponds to an ellipse, its AMIs still
cannot be the same as the theoretical values. According to
our experience, we recommend the thresholds for I1, I2, and
I3 to be ±0.0003, ±0.0000001, and ±0.000001, respectively.
This set of thresholds can accept almost all elliptical contours,
while rejecting contours with other various shapes. However, a
small number of false detections may be accidentally accepted.
The false detections can be further eliminated by the following
postprocessing procedure, as will be shown later.

Fig. 4 shows an example to verify the effectiveness of the
preprocessing step. As shown in Fig. 4(b), even in the presence
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Fig. 5. Parameters of an ellipse in the image coordinate frame.

of a large number of nonelliptical contours, the ones that
correspond to ellipses are all successfully detected.

Ellipse Fitting: The purpose of the ellipse fitting step is
to fit an ellipse for each elliptical contour detected by the
previous step. There are a variety of ellipse fitting algorithms
in the literature (see, for example, [7] and [8]). In our work, we
choose the ellipse fitting function, i.e., fitEllipse, implemented
in OpenCV. Experiments show that this function is efficient and
accurate enough for our work. As demonstrated in Fig. 4(c), all
ellipses in the image can be successfully obtained.

Postprocessing Based on Algebraic Error: The purpose
of the postprocessing step is to calculate the algebraic error
between each fitted ellipse and the corresponding contour. If
the algebraic error is larger than a threshold, the fitted ellipse
will be classified as a false detection.

The algebraic error between a contour and its fitted ellipse
is defined as follows. Let (u, v) be the coordinate of a pixel
point in the image coordinate frame. Denote (uc, vc) as the
coordinate of the ellipse center. Let a and b be the lengths of the
semimajor and semiminor axes of the fitted ellipse, respectively.
Denote α as the angle between the major axis and the u-axis.
The angle α is positive clockwise based on the right-hand
rule. All the preceding parameters are illustrated in Fig. 5. The
equation of the ellipse in the image frame is expressed as

[(u− uc) cosα+ (v − vc) sinα]
2

a2

+
[(u− uc) sinα− (v − vc) cosα]

2

b2
= 1. (4)

Based on (4), the algebraic error between a contour and the
fitted ellipse is defined as

ealg
Δ
=
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n

n∑
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2
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+
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2
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− 1
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where (ui, vi) with i = 1, . . . , n are the coordinates of the pixel
points in the contour.

A fitted ellipse will be classified as a false detection if its
algebraic error is larger than a threshold. Since most of the de-

Fig. 6. Example to demonstrate the postprocessing. (a) Color image.
(b) Fitted ellipses for all contours (contours with too few points are
excluded). (c) Good ellipses detected based on the algebraic error.

Fig. 7. Example to demonstrate the detection of partially occluded
ellipses. (a) Color image. (b) Whole ellipse. (c) All ellipses.

tected contours are not perfectly elliptical, the threshold cannot
be too small. According to our experience, the threshold 0.1
can give a satisfactory performance. Fig. 6 shows an example to
demonstrate the effectiveness of the postprocessing step. Note
that the ellipse detection in Fig. 6 is merely based on ellipse
fitting and postprocessing, whereas preprocessing is not used.
As shown in Fig. 6(b), ellipses are fitted for all of the contours.
Fig. 6(c) shows that all ellipses are successfully detected in the
presence of a large number of nonelliptical contours.

There are several issues to note in the implementation of
the postprocessing in OpenCV (the version we used is 2.3.1).
First, as shown in Fig. 5, the u- and v-axes of the image
coordinate frame defined in OpenCV are pointing rightward
and downward, respectively. The origin of the image frame is
located at the upper left corner of the image. Second, an ellipse
is described by a structure named RotatedRect in OpenCV.
We can easily but may not directly obtain all the parameters
required to compute the algebraic error from RotatedRect. For
example, the angle returned by RotatedRect is not α; instead, it
is θ, as shown in Fig. 5. A series of experiments suggest that θ is
the angle between the minor axis of the ellipse and the u-axis of
the image frame. Moreover, the angle θ is positive clockwise,
and it is always in the interval [135◦, 315◦). As a result, the
angle α can be calculated by α = π/2 + θ. It is worth noting
that adding kπ to α with k as an integer does not affect the
algebraic error in (5).

B. Special Case: Partially Occluded Circle

In practice, it is common that only part of a circle can be
seen by the camera due to occlusion or limited field of view.
The contour corresponding to the occluded circle will not be
elliptical (see, for example, the top and the bottom contours in
Fig. 7). We next propose an efficient method to detect partially
occluded circles. First, compute the convex hull for each of the
contours that are not classified as whole ellipses. Second, fit
an ellipse for the convex hull and then compute the algebraic
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error between the fitted ellipse and the convex hull (not the
contour). If the algebraic error is too large, the fitted ellipse
will be eliminated; otherwise, it can be classified as a partially
occluded ellipse.

Fig. 7 shows an example to demonstrate the preceding
convex-hull-based method. In this example, there exist three
ellipses in the image. The middle is a whole ellipse and can
be successfully detected by the pre- and postprocessing proce-
dures. The top and the bottom ones are partially occluded. They
can be successfully detected by the convex-hull-based method.

C. Summary of the Ellipse Detection Algorithm

The proposed ellipse detection algorithm is summarized in
Algorithm 1. Several important remarks are given here. First,
Algorithm 1 can detect both whole and partial ellipses. Second,
as demonstrated in Figs. 4 and 6, either pre- or postprocessing
together with ellipse fitting can independently detect ellipses.
It is not necessarily required to use both of the pre- and
postprocessing in practice. However, it is recommended to do
that in order to improve the robustness of the algorithm unless
the computational resource is extremely limited. Third, the pre-
and postprocessing procedures have their own characteristics.
For example, the preprocessing based on the AMIs can only
detect whole ellipses, whereas the postprocessing based on
the algebraic error can handle both whole and partial ellipses.
However, the postprocessing is not able to judge whether an
ellipse is whole or partial.

Algorithm 1 Robust Real-time Ellipse Detection

1: Preparation: Detect contours in the image using, for exam-
ple, edge detection or color thresholding.

2: Preprocessing: For each contour, compute its central mo-
ments (OpenCV function moments), and then calculate I1,
I2, and I3 as given in (1). Compare the calculated I1, I2,
and I3 with the theoretical values in (3). If

∣∣I1 − 1/(16π2)
∣∣ < 0.0003

|I2| < 0.0000001 |I3| < 0.000001 (6)

then the contour is a good candidate for a whole ellipse.
3: Ellipse fitting:

a) For each contour that satisfies (6), fit an ellipse for it
(OpenCV function fitEllipse).

b) For each contour that does not satisfy (6), get the convex
hull of the contour (OpenCV function convexHull) and
then fit an ellipse for the convex hull.

4: Postprocessing:
a) For each contour that satisfies (6), compute its algebraic

error ealg as defined in (5). If |ealg| < 0.1, the contour
corresponds to a whole ellipse.

b) For each contour that does not satisfy (6), compute its
algebraic error ealg between the fitted ellipse and the
convex hull. If |ealg| < 0.1, the contour corresponds to
a partially occluded ellipse.

IV. ELLIPSE TRACKING

Multiple ellipses may be detected in an image, but we may be
only interested in one of them. Then, an initialization procedure
is required to intelligently choose a target from all the detected
ellipses. The initialization procedure depends on the specific
cargo transfer task. For example, if the helicopter is going
to load a cargo, the simplest initialization procedure is to
randomly choose an ellipse in the image as long as the ellipse
encircles a cargo. Once the target ellipse has been chosen, it
needs to be tracked over the image sequence such that the posi-
tion of the corresponding circle can be continuously estimated.

There are several challenges for tracking an ellipse in the
competition. First, the areas enclosed by the circles are exactly
the same in terms of color and shape. As a result, pattern match-
ing based only on color, shape, or feature points is not able to
distinguish the target ellipse. Second, the circles are located
near each other. Hence, the frame rate of the image sequence
must be high in order to track the target ellipse continuously.
This requires the tracking algorithm to be sufficiently efficient.

We choose the efficient image tracking method CAMShift
[21] as the core of our tracking algorithm. Once the target
ellipse has been chosen, the color probability distribution of a
search window enclosing the target ellipse will be calculated.
In the next frame, the algorithm will search a region whose
color probability distribution is similar to the one of the search
window.

The ellipse tracking algorithm is summarized in Algorithm 2.
Note that the visual features of the ellipse area such as its
scale and shape may dynamically vary when the camera and
the target circle are relatively moving. In order to track the
target robustly, the histogram of the target ellipse area must be
continuously updated. We design a histogram update law (7):
The histogram for frame k + 1 is a convex combination of the
one for frame k and the one for the area enclosed by the target
ellipse in frame k. If w = 1, there will be no histogram update;
if w = 0, the history of the histogram is totally discarded. If
the update of the histogram is too slow (w is close to 1), the
algorithm cannot track the target when its shape, scale, or color
keeps changing. If the update of the histogram is too fast (w is
close to 0), the tracking may be unstable. According to a series
of experiments, the value w = 0.95 can give a robust tracking
performance even if the location, scale, or shape of the ellipse
area dynamically varies.

Algorithm 2 Ellipse Tracking based on CAMShift

For frame k + 1:

1: Update the tracking window: choose the initial tracking
window for CAMShift as the tangent rectangle of the
target ellipse in frame k.

2: Update the histogram: denote hk and hk+1 as the
histogram used for tracking in frame k and k + 1,
respectively. Let h̃k be the histogram of the target
ellipse area in frame k. Then, update hk+1 by

hk+1 = whk + (1− w)h̃k (7)
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Fig. 8. Example to demonstrate ellipse tracking over consecutive images. The target ellipse is the top one (highlighted in green). The yellow ellipse
is the target area returned by CAMShift.

where w ∈ [0, 1] is a weight factor.
3: Compute the back projection image based on the up-

dated histogram (OpenCV function calcBackProject).
4: Obtain the final tracking window by CAMShift

(OpenCV function CamShift). This can be done by
substituting the back projection image and the initial
tracking window into the CAMShift algorithm.

5: Find the ellipse that is located closest to the final tracking
window given by CAMShift.

Fig. 8 shows an example to demonstrate the robustness of
the tracking algorithm. As can be seen, the target ellipse is
tracked robustly, although its location, scale, and shape keep
changing in the image sequence. Note that the target circle is
only partially observable in the first five images. However, it
can still be tracked robustly due to the histogram update law (7).

V. SINGLE-CIRCLE-BASED POSITION ESTIMATION

This section presents an efficient algorithm to estimate the
relative position of a single circle.

A. Circle Center Estimation From Four Point
Correspondences

We first introduce three coordinate frames involved in the
estimation problem: world frame, camera frame, and image
frame. Without loss of generality, we set the world frame in the
following way: the origin of the world frame coincides with the
circle center, and the Z-axis of the world frame is orthogonal to
the plane Π1 that contains the circle. As a result, the coordinate
of the circle center in the world frame is (0,0,0), and the
Z-component of any point on the circle is zero. The camera
frame has its origin located at the camera center, and its z-axis
is orthogonal to the image plane Π2. The image frame is shown
in Fig. 5.

The problem that we are going to solve is summarized as
follows.

Problem 1: Consider one single circle in the world frame.
Its perspective projection, an ellipse, in the image frame has
been detected. Suppose that the intrinsic matrix of the camera
is known. Given the radius of the circle and all parameters of
the ellipse, estimate the coordinate of the circle center in the
camera frame.

Denote p = [X,Y, Z]T ∈ R
3 and q = [x, y, z]T ∈ R

3 as the
coordinates of any point in the world frame and the camera
frame, respectively. Let R ∈ R

3×3 and T ∈ R
3 be the rotational

and translational transformation from the world frame to the
camera frame, respectively. Then, we have q = Rp+ T . Use
the subscript c to denote the coordinate of the circle center.

Fig. 9. Perspective projection of a circle and the four point
correspondences.

Since the coordinate of the circle center in the world frame is
pc = [0, 0, 0]T , the coordinate of the circle center in the camera
frame would be qc = Rpc + T = T . Therefore, the translation
T is the quantity to be estimated.

In order to estimate T , we next identify four sets of corre-
sponding points on the ellipse and the circle, respectively. Let
m1, m2, m3, and m4 be the four vertices of the ellipse in the
image frame (see Fig. 9). Given the parameters of the ellipse
such as (uc, vc), a, b, and α, as shown in Fig. 5, the coordinates
of the four points can be easily calculated bym1=(uc+a cosα,
vc+a sinα), m2=(uc−bsinα, vc+bcosα), m3=(uc−acosα,
vc−a sinα), and m4=(uc+b sinα, vc−b cosα). Let p1, p2,
p3, and p4 be the four corresponding points on the circle. Point
pi corresponds to mi (i=1, . . . , 4). The following assumption
on p1, . . . , p4 is important to our algorithm.

Assumption 1: The four points p1, . . . , p4 are evenly dis-
tributed on the circle, which means p1, pc, and p3 are collinear;
p2, pc, and p4 are collinear; and the line p1p3 is perpendicular
to p2p4.

Recall that the rotation R from the world frame to the
camera frame is not of our interest. As a result, we can set
the orientation of the world frame arbitrarily without affecting
T . Since p1, . . . , p4 are evenly distributed on the circle, as
stated in Assumption 1, we can set the world frame in a way
that the four points are located at the X- and Y -axes of the
world frame, respectively (see Fig. 9). If the diameter of the
circle is given as r, then we have p1 = (r, 0, 0), p2 = (0,−r, 0),
p3 = (−r, 0, 0), and p4 = (0, r, 0). Thus, we successfully ob-
tain four sets of point correspondences {m1, p1}, {m2, p2},
{m3, p3}, and {m4, p4}, which can be consequently substituted
to any pose estimation algorithms [38]–[40] to calculate T .
The single-circle-based relative position estimation algorithm
is summarized in Algorithm 3.
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Algorithm 3 Single-Circle-Based Relative Position Estimation

1: Obtain the coordinates of the four vertices of the ellipse
in the image frame:

m1 =(uc + a cosα, vc + a sinα)

m2 =(uc − b sinα, vc + b cosα)

m3 =(uc − a cosα, vc − a sinα)

m4 =(uc + b sinα, vc − b cosα).

2: Obtain the coordinates of the four corresponding points
on the circle in the world frame:

p1 =(r, 0, 0) p2 = (0,−r, 0)
p3 =(−r, 0, 0) p4 = (0, r, 0).

3: Substitute the four correspondences {m1, p1},
{m2, p2}, {m3, p3}, and {m4, p4} to a pose
estimation algorithm (OpenCV function solvePnP) to
estimate the translation T from the world frame to the
camera frame. The position of the circle center in the
camera frame is qc = T .

B. Necessary and Sufficient Conditions for Assumption 1

Assumption 1 plays a key role in our proposed position es-
timation algorithm. The following theorem gives the necessary
and sufficient condition for Assumption 1.

Theorem 1: Assumption 1 holds if and only if the ellipse
center coincides with the projection of the circle center.

Proof: The proof is based on the fact that collinearity is
preserved under perspective projection.

Necessity: If pc is collinear with p1 and p3, the projection
of pc is collinear with m1 and m3. Analogously, the projection
of pc is also collinear with m2 and m4. As a result, the
projection of pc is the intersection of the lines m1m3 and
m2m4. Denote mc as the center of the ellipse. Since mc is also
the intersection of m1m3 and m2m4, we have mc coincide with
the projection of pc.

Sufficiency: In order to prove the sufficiency, we only need
to prove the following: first, the lines p1p3 and p2p4 intersect
at pc; second, the two lines p1p3 and p2p4 are perpendicular
to each other. First, if mc coincides with the projection of pc,
we have that p1, p3, and pc are also collinear because m1,
m3, and mc are collinear. Analogously, the points p2, p4, and
pc are also collinear. As a result, the lines p1p3 and p2p4
intersect at pc. Second, note that ‖m1 −mc‖ = ‖m3 −mc‖
and ‖p1 − pc‖ = ‖p3 − pc‖, where ‖ · ‖ denotes the Euclidean
norm of a vector. If mc is the perspective projection of pc,
it is easy to prove that p1p3 is parallel to m1m3 based on
similar triangles. Analogously, it can be also proved that p2p4 is
parallel to m2m4. Thus, p1p3 is perpendicular to p2p4 because
m1m3 is perpendicular to m2m4. �

It has been proved in [24] that the ellipse center generally
does not coincide with the projection of the circle center. Next,
we further show when they coincide with each other.

Theorem 2: The ellipse center coincides with the projection
of the circle center if and only if the image plane is parallel to
the plane that contains the circle.

Proof: Necessity: If mc coincides with the projection of
pc, we know that pc is collinear with p1 and p3. Furthermore,
since ‖m1 −mc‖ = ‖m3 −mc‖ and ‖p1 − pc‖ = ‖p3 − pc‖,
it is easy to prove that p1p3 is parallel to m1m3 based on similar
triangles. It can be analogously proved that p2p4 is parallel to
m2m4. As a result, the image plane Π2 is parallel to the plane
Π1. Sufficiency: See the paragraph below equation (16) in [24,
Section 2.3]. �

Remark 1: The sufficiency of Theorem 2 is a well-known
result proved by [24]. The contribution of Theorem 2 is that it
shows that the parallel condition is also necessary for the ellipse
center coinciding with the projection of the circle center.

Theorems 1 and 2 clearly indicate that Assumption 1 is valid
if and only if the image plane is parallel to the plane that
contains the circle. In many practical cargo transfer tasks, the
cargo usually is required to be placed on a horizontal plane.
In order to satisfy the parallel assumption, the camera can
be mounted on a pan–tilt mechanism, which can compensate
the dynamic rotation of the helicopter such that the image
plane is also horizontal. As pan–tilt mechanisms (or called
gyrostabilized cameras) are common for UAVs nowadays, the
parallel assumption does not significantly impact the practical
applicability of Algorithm 3.

VI. EXPERIMENTAL AND COMPETITION RESULTS

A. Experimental Results for Algorithm 3

In our vision system, the camera is mounted on a pan–tilt
mechanism such that the image plane is controlled to be hori-
zontal and hence parallel to the circle plane. However, due to
time delay or measurement noise of the gyro, there may exist
an error on the order of 1◦ in pan–tilt control. As a result, the
image plane may not be perfectly parallel to the circle plane. We
next show a numerical experimental result to see if Algorithm 3
can still work well when the parallel assumption is not strictly
satisfied.

Consider that a circle with the radius as 1 m is placed in
front of a camera such that the circle center coincides with the
principal axis of the camera. The image of the circle, an ellipse,
on the normalized image plane can be numerically calculated.
We choose the EPnP pose estimation algorithm [40] to estimate
the circle center based on Algorithm 3. Fig. 10 shows the
estimation error when the angle between the image and circle
planes is nonzero. It can be seen that the estimation error is
less than 0.05 m when the angle is less than 10◦. The numerical
results suggest that the small error in pan–tilt control does not
impact the estimation accuracy significantly.

We next present real experimental results in a motion capture
system named Vicon to verify the accuracy of Algorithm 3. The
experimental setup is shown in Fig. 11. The Vicon system is
used to obtain the ground truth of the range from the circle
center to the camera center. The diameter of the target circle
is 1 m. The images of the target circle are given in Fig. 12. The
estimation results by Algorithm 3 are given in Table I. As can



ZHAO et al.: REAL-TIME VISION SYSTEM FOR AUTONOMOUS CARGO TRANSFER BY AN UNMANNED HELICOPTER 1217

Fig. 10. Estimation error of Algorithm 3 caused by the nonzero angle
between the circle and image planes.

Fig. 11. Experiment setup in a Vicon system to verify Algorithm 3.

Fig. 12. Images (640 × 480 pixels) captured in the experiment.

TABLE I
POSITION ESTIMATION RESULTS USING THE IMAGES IN FIG. 12

be seen, the proposed algorithm can give accurate estimates,
although the circle is not strictly parallel to the image plane.

B. Competition Results

Successfully completing the competition tasks is the
strongest evidence for the efficiency, accuracy, and robustness
of the vision system. All of the previous images used to
demonstrate the ellipse detection and tracking algorithms in this
paper are actual images captured by the onboard camera in the
competition. For more data of the competition, please see the
video at http://youtu.be/GSeafBsASTs.

Fig. 13. Altitude estimated by vision and the altitude measured by the
laser scanner.

Although the helicopter is equipped with a GPS, the accuracy
of the GPS (±5 m in the horizontal direction) is much worse
than that of the vision system. As a result, the GPS data cannot
be used as the ground truth to verify the accuracy of the vision
estimation. A laser scanner is mounted at the back of the
helicopter to measure the altitude of the helicopter [1]. Since
the laser measurement is very accurate, it can be treated as the
ground truth of the altitude. Although the vision system is not
designed to estimate the altitude, it is able to provide altitude
estimation. Then, we can compare the altitude estimates given
by the vision and the laser systems to quantitatively verify the
accuracy of the vision system.

Fig. 13 shows the altitude estimation results given by the
vision and laser systems. When the altitude is smaller than
10 m, the error of the vision estimation is generally less than
1 m. When the helicopter descends to about 2 m, the error is
less than 0.2 m. It is noticed that there exist a small number
of spikes in the error of the vision estimation, for example, at
525 and 645 s, etc. That is because either the vision or the laser
system fails to give valid data at those time instances.

C. Efficiency Test

The efficiency of the algorithms has been tested on a laptop
with the CPU as Intel Core i5-2520M 2.5 GHz. The com-
putational capability of the laptop is similar to the onboard
vision computer whose specifications are given in Section II.
The proposed algorithms are used to process 100 consecutive
images captured by the onboard camera in the competition.
The size of each image is 640 × 480 pixels. The average time
consumption of each algorithm is given in Table II. As can be
seen, the algorithms for ellipse detection, ellipse tracking, and
single-circle-based position estimation are very efficient.

VII. CONCLUSION AND FUTURE WORK

We have designed and implemented a robust real-time vision
system for autonomous cargo transfer by an unmanned heli-
copter. The vision system has been proved as efficient, accurate,
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TABLE II
AVERAGE TIME CONSUMPTION OF EACH

PROCEDURE IN THE VISION SYSTEM

and robust by the competition and experimental results. In
practice, one approach to improve the robustness of the vision
system is to implement the circle in some special ways instead
of painting such that the circle can be detected more robustly.
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