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TE 2401 Linear Algebra and Numerical Methods

Tutorial Set 1: Two Hours

1. (a) Show that the product AAT is a symmetric matrix.

(b) Show that any square matrix A can be written as the sum of a symmetric

matrix S and a skew-symmetric matrix T .

(c) For the 2� 2 matrices A and B given below, verify that AB 6= BA, where

A =

�
1 5

6 4

�
; B =

�
5 �1
3 2

�
:

(d) Give an example to show that if the product of two matrices A and B is the

all-zero matrix, it does not imply that A or B has to be all-zero matrix.

2. (a) Show that the product of two upper triangular square matrices is a upper tri-

angular matrix.

(b) Can you make a similar statement about the product of two lower triangular

square matrices?

(c) It is given to us that the product of two symmetric matrices A and B is a

symmetric matrix. Under what conditions does this property hold?

(d) A matrix is called idempotent if A2 = A. Give examples of 2 � 2 and 3 � 3

idempotent matrices.

3. Solve that the set of linear equations: x� y = 3 and 2x� 3y = k. For which values

of the constant k does it have no solution? many solutions? unique solutions?

4. Show that the matrix

A =

2
64 a b c d

a
2

b
2

c
2

d
2

a
3

b
3

c
3

d
3

3
75

can be reduced to the following echelon form

B =

2
64 a b c d

0 b(b� a) c(c� a) d(d� a)

0 0 c(c� a)(c� b) d(d� a)(d� b)

3
75 :



2

5. (a) Express [ 0 0 0 ] as a non-trivial linear combination of u = [ 2 1 4 ], v =

[ 1 �1 3 ] and w = [ 3 2 5 ], if possible. Otherwise, give your comments.

(b) Express 7+8x+9x2 as a linear combination of p1 = 2+x+4x2, p2 = 1�x+3x2

and p3 = 3 + 2x+ 5x2.

6. Compute the inverse of the square matrix A given by

A =

2
64 3 2 1

1 2 1

0 5 6

3
75 :

Note that the inverse of a matrix A is de�ned as the matrix B such that AB = I,

the identity matrix. It is represented by A�1. It can be computed by treating

AB = I as a set of linear equations to be solved for the elements of B where A is

the coeÆcient matrix and successive n columns of I constitute the data vectors.
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TE 2401 Linear Algebra and Numerical Methods

Tutorial Set 2: Two Hours

1. (a) Determine whether the vectors v1 = [ 3 1 4 ], v2 = [ 2 �3 5 ], v3 =

[ 5 �2 9 ] and v4 = [ 1 4 �1 ] span IR3.

(b) Determine whether the following polynomials span P2, i.e., the set of all poly-

nomials of order less than or equal to 2:

p1 = 1� x+ 2x2; p2 = 3 + x; p3 = 5� x + 4x2; p4 = �2� 2x+ 2x2:

2. Let fv1; v2; v3g be a basis for a vector space V . Show that fu1;u2;u3g is also a

basis where u1 = v1, u2 = v1 + v2, u3 = v1 + v2 + v3.

3. (a) A vector space V consists of the vectors fv1; v2; v3; v4g and all their linear

combinations. Determine the dimension and the basis for V if

v1 = [ 1 2 3 4 5 ] ; v2 = [ 1 3 5 6 7 ] ;

and

v3 = [ 1 3 6 8 9 ] ; v4 = [ 1 3 6 10 12 ] :

Is the basis unique? Justify your answer.

(b) Express v = [ 5 4 3 2 1 ] as a linear combination of the basis vectors found

in (a) if this vector belongs to the vector space V .

4. (a) If A is a m � p matrix, what is the largest possible value of its rank and the

smallest possible value of its nullity.

(b) Are there values of r and s for which the rank of

A =

2
6664
1 0 0

0 r � 2 2

0 s� 1 r + 2

0 0 3

3
7775

is one or two. If so, �nd those values.

5. (a) Show that the following set of linear equations has a unique solution and then

�nd it:
4x1 � x2 = 1

x2 + 3x3 = 0

x1 � 4x3 = �2
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(b) Show that the following homogeneous system has a non-trivial solution. Find

the solution space and its dimensions:

9x2 + x3 � 5x4 = 0

x1 + x2 � 4x4 = 0

x3 + 8x4 = 0
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TE 2401 Linear Algebra and Numerical Methods

Tutorial Set 3: Two Hours

1. (a) Find the characteristic equation, eigenvalues and the corresponding eigenvectors

for the following matrix,

A =

2
64 5 6 2

0 �1 �1
1 0 2

3
75 :

(b) From the characteristic equation, �nd the determinant of A. What is the rank

of A?

(c) Now consider AT. Find its eigenvalues and eigenvectors. Let the eigenvalues be

�1, �2 and �3 and the corresponding eigenvectors of A be x1, x2, x3 and those

of AT be y1, y2 and y3. Verify that for i 6= j, xi and yj are orthogonal.

2. (a) Consider the symmetric matrix A, where

A =

�
3 1

1 3

�
:

Find its eigenvalues and normalized eigenvectors.

(b) Show that these eigenvectors are orthogonal to each other.

(c) Arrange these eigenvectors as the columns of a matrix P . Find the inverse of

P . Verify that in this case P�1 = P T.

3. Show that the determinant of a Vandermonde matrix V given by

V =

2
64 1 1 1

a b c

a
2

b
2

c
2

3
75 ;

is non-zero if a, b and c are distinct.

4. Given a matrix

A =

2
64�2 2 1

�1 1 1

�2 2 1

3
75 ;

compute A314150, cos(A�) and e
A.

5. Show that Q = 3x21+x
2
2+2x23+2x1x3+2kx2x3 can be expressed as xTAx. Find the

symmetric matrix A. Find all values of k for which the quadratic form Q is positive

de�nite.
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TE 2401 Linear Algebra and Numerical Methods

Tutorial Set 4: Two Hours

1. Assume that the true value of � is 3:14159265 to eight decimal places.

(a) Find the absolute and relative errors in approximating � by �� = 3:1416

(b) Find the absolute and relative errors in approximating 100� by 100�� = 314:16

2. Discuss the convergence of the following two iterative schemes for possible solution

of f(x) = e
x � 1� 2x = 0

(a) xn+1 = (exn � 1)=2

(b) xn+1 = ln(1 + 2xn)

3. Solve the equation e
x� 1� 2x = 0 by Newton's method. The solution is expected to

be computed up to 7 decimal places. Compare the speed of convergence with that

using 2(b), assuming the same starting point of x0 = 1:5.

4. Consider the problem of computing
p
a for a positive real number a.

(a) Use Newton's method to design an iterative equation for this purpose.

(b) Derive the absolute and relative iterative error formulas for the equation ob-

tained in (a).

5. (a) Complete Newton's Divided Deference table for sin(x) with xj = 0, 0:1�, 0:2�,

� � �, 0:5�.
xj sin(xj) f

[1]
0 f

[2]
0 f

[3]
0 f

[4]
0 f

[5]
0

0 0

0:1� 0:30902

0:2� 0:58779

0:3� 0:80902

0:4� 0:95106

0:5� 1
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(b) From this table, compute sin(�=4) using linear and quadratic interpolation from

the intervals: (0:2�; � � �).

(c) The error of the n-th order polynomial pn(x) interpolating fxig is given by

en(x) = f(x)� pn(x) =
f
(n+1)(�)

(n + 1)!
(x� x0)(x� x1) � � � (x� xn)

where � is a point in the smallest interval containing fxig. Also note that x0 in
the above formula is the actual starting point of the intervals for interpolation

while in case (b), x0 = 0:2�.

Use the above formula to compute error estimates for the linear and quadratic

interpolations in (b) and compare these estimates with the actual errors.

6. (a) Find the least square quadratic �t to the following shifted data for the function:

f(x) =
x + 2

4
e
(x+2)=4 � 1

xi �3 �2 �1 0 1 2 3

f(xi) �1:195 �1 �0:679 �0:1756 0:5878 1:718 3:363

(b) Compute the error at the data points and describe how they are distributed?

333



8

TE 2401 Linear Algebra and Numerical Methods

Tutorial Set 5: Two Hours

1. Compute J =
R 1
0 f(x)dx with f(x) = x

3 using the following numerical approxima-

tions:

(a) The Trapezoidal Rule:

Jn =
1

2n

2
4
f(0) + f(1) + 2

n�1X
j=1

f

�
j

n

�35
; n = 1; 2; 4

and compute J � Ji, i = 1; 2; 4.

(b) The simpler (midpoint) Rectangular Rule

In =
1

n

nX
j=1

f

�
2j � 1

2n

�
; n = 1; 2; 4

and compute J � Ii, i = 1; 2; 4.

(c) Simpson's 1
3
Rule with h = 0:5,

K1 =
h

3

h
f(0) + 4f(h) + f(1)

i

and with h = 0:25

K2 =
h

3

h
f(0) + 4f(h) + 2f(2h) + 4f(3h) + f(1)

i

and compute J �Ki, i = 1; 2.

2. Evaluate the following integrals numerically as indicated.

Si(x) =

Z x

0

sin x�

x
� dx

�
; C(x) =

Z x

0
cos(x�2)dx�

These are non-elementary integrals. Si(x) is called the sine integral and C(x) the

Fresnel integral.

(a) Si(1) by the trapezoidal rule with n = 5 and n = 10.

(b) Si(1) by the Simpson's 1
3
rule with h = 0:5 and h = 0:1.

(c) C(2) by the trapezoidal rule with n = 10.

(d) C(2) by the Simpson's 1
3
rule with h = 0:2.
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3. Given the following initial condition problem

y
0(x) = y(x); y(0) = 1

(a) Show that the solution of Euler's method with the step-size h can be written

as

yn = c(h)xn; n = 0; 1; 2; � � �

where c(h) = (1 + h)1=h (note that limh!0 c(h) = e) and xn = nh.

(b) Show that

max
0�x�1

jy(xn)� ynj = e� c(h) � h

2
e

where e = 2:718281828 � � �, the natural number.

4. Two second order methods for solving numerically the initial condition problem:

dy

dx

= f(x; y)

with x0 = x(0) and y0 = y(0) are:

Method I Method II

x0 = x(0); y0 = y(0) x0 = x(0); y0 = y(0)

xn+1 = xn + h xn+1 = xn + h

k1 = h � f(xn; yn) k1 = h � f(xn; yn)

k2 = h � f(xn+1; yn + k1) k3 = h � f(xn+1 + h; yn + 2k1)

yn+1 = yn + (k1 + k2)=2 yn+1 = yn + (3k1 + k3)=4

(a) Show that these methods give identical results for f(x; y) = x + y.

(b) For f(x; y) = y + 1 + e
x, take four steps with each method, and compare your

results with analytical solution,

y = xe
x � 1

Use h = 0:05 and initial conditions: x(0) = 0 and y(0) = �1.
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5. Find a numerical solution for a vibrating string which is characterized by a wave

equation

utt = uxx; 0 � x � 1; t � 0

with an initial displacement

u(x; 0) = sin(�x)

and an initial velocity

ut(x; 0) = 0

and boundary conditions

u(0; t) = u(1; t) = 0

Let h = k = 0:2 and compute the solution u(x; t) for t up to 1 second. Note that the

exact solution to this problem is given by u(x; t) = sin(�x) cos(�t). Compare your

results with the exact solution.

6. The cross-section of a coaxial cable has an inner 1-cm-square conductor at the center

of an outer conductor which has a 5-cm-square inner boundary, as shown in the �gure.

The inner conductor is kept at zero volts while the outer conductor is kept at 110

volts.

0 V

110 V

To �nd an approximation of the potential between the two conductors, place a grid

with horizontal mesh spacing h = 1 cm and vertical mesh spacing k = 1 cm on the

region:

R = f(x; y) j 0 � x � 5; 0 � y � 5g

where we want to approximate the solution of Laplace's equation uxx+ uyy = 0: Use

the central di�erence approximations and the given boundary conditions to derive

the linear system that needs to be solved. Solve it using any software package.
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TE 2401 Linear Algebra and Numerical Methods

Solutions to Tutorial Set 1

1. (a) Show that the product AAT is a symmetric matrix.

(b) Show that any square matrix A can be written as the sum of a symmetric

matrix S and a skew-symmetric matrix T .

(c) For the 2� 2 matrices A and B given below, verify that AB 6= BA, where

A =

�
1 5

6 4

�
; B =

�
5 �1
3 2

�
:

(d) Give an example to show that if the product of two matrices A and B is the

all-zero matrix, it does not imply that A or B has to be all-zero matrix.

Solution: (a)

(AAT)T = (AT)TAT = AAT

Hence, AAT is a symmetric matrix.

(b) Let

S :=
1

2
(A+AT); T :=

1

2
(A�AT):

We have

ST =
1

2
(A+AT)T =

1

2
(AT +A) = S:

Thus, S is symmetric. Similarly, we have

T T =
1

2
(A�AT)T =

1

2
(AT �A) = �T ;

which implies that T is skew-symmetric. Finally, it is simple to see that A = S + T .

(c)

AB =

�
1 5

6 4

� �
5 �1
3 2

�
=

�
20 9

42 2

�

BA =

�
5 �1
3 2

� �
1 5

6 4

�
=

��1 21

15 23

�

Clearly, AB 6= BA.

(d) �
1 2

1 2

� ��2 2

1 �1
�
=

�
0 0

0 0

�
or

�
0 1

0 0

� �
0 1

0 0

�
=

�
0 0

0 0

�
:
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2. (a) Show that the product of two upper triangular square matrices is a upper tri-

angular matrix.

(b) Can you make a similar statement about the product of two lower triangular

square matrices?

(c) It is given to us that the product of two symmetric matrices A and B is a

symmetric matrix. Under what conditions does this property hold?

(d) A matrix is called idempotent if A2 = A. Give examples of 2 � 2 and 3 � 3

idempotent matrices.

Solution: (a) An upper triangular matrix A has elements aij = 0 for j < i. The

product of two matrices A and B, say C, whose elements are given by

cij =
nX

`=1

ai`b`j

For the case when both A and B are upper triangular, we have ai` = 0 for all ` < i and

b`j = 0 for all j < `. Hence,

cij =
jX

`=i

ai`b`j

For j < i, cij = 0, which implies that C = AB is an upper triangular matrix.

(b) Yes.

(c) AB = (AB)T = BTAT = BA. =) A and B commute.

(d) Let

A :=

�
a b

c d

�
=) A2 =

�
a
2 + bc (a+ d)b

(a+ d)c d
2 + bc

�
=

�
a b

c d

�

Thus, a + d = 1. Let a = d = 1
2
, which implies that bc = 1

4
. Let us choose b = 1 and

c = 1
4
. Here is a 2� 2 idempotent matrix,

A =
1

4

�
2 4

1 2

�
:

Here are some more,

A =
1

3

��1 �2
2 4

�
; A =

1

2

�
1 1

1 1

�
:

Here are 3� 3 idempotent matrices,

A =
1

3

2
64 1 1 1

1 1 1

1 1 1

3
75 ; A =

2
64 1 0 0

0 0 0

0 0 1

3
75 :
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3. Solve that the set of linear equations: x� y = 3 and 2x� 3y = k. For which values

of the constant k does it have no solution? many solutions? unique solutions?

Solution:

x� y = 3 (0.1)

2x� 3y = k (0.2)

Equation (0.2) �2�Equation (0.1) yields

�y = k � 6 =) y = 6� k

+

x = 9� k

There is always a unique solution for every k.
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4. Show that the matrix

A =

2
64
a b c d

a
2

b
2

c
2

d
2

a
3

b
3

c
3

d
3

3
75

can be reduced to the following echelon form

B =

2
64
a b c d

0 b(b� a) c(c� a) d(d� a)

0 0 c(c� a)(c� b) d(d� a)(d� b)

3
75 :

Proof:2
64 a b c d

a
2

b
2

c
2

d
2

a
3

b
3

c
3

d
3

3
75 2nd row � a� 1st row ...

!

2
64 a b c d

0 b(b� a) c(c� a) d(d� a)

a
3

b
3

c
3

d
3

3
75 3rd row � a

2� 1st row ...

!

2
64 a b c d

0 b(b� a) c(c� a) d(d� a)

0 b(b2 � a
2) c(c2 � a

2) d(d2 � a
2)

3
75 3rd row � (b+ a)� 2nd row ...

!

2
64 a b c d

0 b(b� a) c(c� a) d(d� a)

0 0 c(c� a)(c� b) d(d� a)(d� b)

3
75
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5. (a) Express [ 0 0 0 ] as a non-trivial linear combination of u = [ 2 1 4 ], v =

[ 1 �1 3 ] and w = [ 3 2 5 ], if possible. Otherwise, give your comments.

(b) Express 7+8x+9x2 as a linear combination of p1 = 2+x+4x2, p2 = 1�x+3x2

and p3 = 3 + 2x+ 5x2.

Solution: (a) Let a, b and c be scalars such that au+ bv + cw = 0 =)

a [ 2 1 4 ] + b [ 1 �1 3 ] + c [ 3 2 5 ] = [ 0 0 0 ]

[ 2a+ b + 3c a� b+ 2c 4a+ 3b+ 5c ] = [ 0 0 0 ]

+

2a + b + 3c = 0

a � b + 2c = 0

4a + 3b + 5c = 0

The augmented matrix is then given by

~A =

2
64
2 1 3 0

1 �1 2 0

4 3 5 0

3
75 =)

2
64
1 �1 2 0

0 1 �1=3 0

0 0 �2=3 0

3
75

=) a = b = c = 0. Thus, 0 cannot be expressed by a non-trivial linear combination of

u, v and w. The given vectors u, v and w are linearly independent.

(b) Let a, b and c be the scalars such that

ap1 + bp2 + cp3 = 7 + 8x+ 9x2 =)

a(2 + x + 4x2) + b(1� x + 3x2) + c(3 + 2x+ 5x2) = 7 + 8x+ 9x2

Equating coeÆcients of x0, x and x
2, we obtain

2a + b + 3c = 7

a � b + 2c = 8

4a + 3b + 5c = 9

=)

~A =

2
64 2 1 3 7

1 �1 2 8

4 3 5 9

3
75 =)

2
64 1 �1 2 8

0 1 �1=3 �3
0 0 �2=3 �2

3
75

=) a = 0, b = �2 and c = 3.
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6. Compute the inverse of the square matrix A given by

A =

2
64 3 2 1

1 2 1

0 5 6

3
75 :

Note that the inverse of a matrix A is de�ned as the matrix B such that AB = I,

the identity matrix. It is represented by A�1. It can be computed by treating

AB = I as a set of linear equations to be solved for the elements of B where A is

the coeÆcient matrix and successive n columns of I constitute the data vectors.

Solution: The inverse matrix of A, say B, if existent, is de�ned as AB = I. If we

partition B = [ b1 b2 � � � bn ], i.e., bi is the i-th column of B, then AB = I can

be written as

AB = A [ b1 b2 � � � bn ] = I =

2
6664
1 0 � � � 0

0 1 � � � 0
...

...
. . .

...

0 0 � � � 1

3
7775

+

Ab1 =

2
6664
1

0
...

0

3
7775 ; Ab2 =

2
6664
0

1
...

0

3
7775 ; � � � ; Abn =

2
6664
0

0
...

1

3
7775 :

Writing the augmented matrix for these system together, we have

~A = [A j I ]

In our case,

~A =

2
64 3 2 1 j 1 0 0

1 2 1 j 0 1 0

0 5 6 j 0 0 1

3
75

and the echelon form is given by2
64 1 2=3 1=3 j 1=3 0 0

0 4=3 2=3 j �1=3 1 0

0 0 7=10 j 1=4 �3=4 1=5

3
75

The solution vectors are

b1 =
1

14

2
64 7

�6
5

3
75 ; b2 =

1

14

2
64 �7

18

�15

3
75 ; b3 =

1

14

2
64 0

�2
4

3
75 ;

and the inverse of A, i.e., A�1 = B, is given by

A�1 =
1

14

2
64 7 �7 0

�6 18 �2
5 �15 4

3
75 :
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TE 2401 Linear Algebra and Numerical Methods

Solutions to Tutorial Set 2

1. (a) Determine whether the vectors v1 = [ 3 1 4 ], v2 = [ 2 �3 5 ], v3 =

[ 5 �2 9 ] and v4 = [ 1 4 �1 ] span IR3.

(b) Determine whether the following polynomials span P2, i.e., the set of all poly-

nomials of order less than or equal to 2:

p1 = 1� x+ 2x2; p2 = 3 + x; p3 = 5� x + 4x2; p4 = �2� 2x+ 2x2:

Solution: Let r = ( r1 r2 r3 ) be any arbitrary vector in IR3. If v1, v2, v3 and v4

span IR3, then r can be expressed as a linear combination of v1, v2, v3 and v4, i.e.,

there exist scalars a, b, c and d such that

av1 + bv2 + cv3 + dv4 = r = ( r1 r2 r3 ) :

=)
3a + 2b + 5c + d = r1

a � 3b � 2c + 4d = r2

4a + 5b + 9c � d = r3

The augmented matrix is the given by

~A =

2
64
3 2 5 1 r1

1 �3 �2 4 r2

4 5 9 �1 r3

3
75 =)

2
64
1 �3 �2 4 r2

0 11 11 �11 r1 � 3r2
0 0 0 0 r3 + 7r2=11� 17r1=11

3
75

Clearly, the system has an solution only if 11r3 + 7r2 � 17r1 = 0. Therefore, v1, v2, v3

and v4 do not span IR3.

(b) An arbitrary polynomial p in P2 can be expressed as

p = a0 + a1x + a2x
2
:

If p1, p2, p3 and p3 span P2, there exist scalars a, b, c and d such that

p(x) = ap1 + bp2 + cp3 + dp4

=)

~A =

2
64 1 3 5 �2 a0

�1 1 �1 �2 a1

2 0 4 2 a2

3
75 =)

2
64 1 3 5 �2 a0

0 1 1 �1 (a0 + a1)=4

0 0 0 0 �a0 + 3a1 + 2a2

3
75

A solution exists only if �a0 + 3a1 + 2a2 = 0. The given polynomials do not span P2.
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2. Let fv1; v2; v3g be a basis for a vector space V . Show that fu1;u2;u3g is also a

basis where u1 = v1, u2 = v1 + v2, u3 = v1 + v2 + v3.

Proof: u1, u2 and u3 are a basis of the vector space V if and only if

(a) For any v 2 V , v can be expressed as a linear combination of u1, u2 and u3; and

(b) u1, u2 and u3 are linearly independent.

Next, u1 = v1, u2 = v1+v2 and u3 = v1+v2+v3 imply that v1 = u1, v2 = u2�u1

and v3 = u3 � u2. Since v1, v2 and v3 are a basis of V , thus for any v in V , there

exist a1, a2 and a3 such that

v = a1v1 + a2v2 + a3v3

= a1u1 + a2(u2 � u1) + a3(u3 � u2)

= (a1 � a3)u1 + (a2 � a3)u2 + a3u3

= b1u1 + b2u2 + b3u3

for some scalars b1, b2 and b3. Hence, any vector in V can be expressed as a linear

combination of u1, u2 and u3, i.e., property (a) is showed. Next, to prove that they are

linearly independent, we consider

au1 + bu2 + cu3 = 0

=)
av1 + b(v1 + v2) + c(v1 + v2 + v3) = 0

=)
(a + b+ c)v1 + (b+ c)v2 + cv3 = 0

Since v1, v2 and v3 are a basis of V , hence they are linearly independent and

a + b+ c = 0; b + c = 0; c = 0:

=)
a = 0; b = 0; c = 0:

Thus, u1, u2 and u3 are linearly independent, i.e., property (b) is showed. Therefore,

they form a basis of V as well.
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3. (a) A vector space V consists of the vectors fv1; v2; v3; v4g and all their linear

combinations. Determine the dimension and the basis for V if

v1 = [ 1 2 3 4 5 ] ; v2 = [ 1 3 5 6 7 ] ;

and

v3 = [ 1 3 6 8 9 ] ; v4 = [ 1 3 6 10 12 ] :

Is the basis unique? Justify your answer.

(b) Express v = [ 5 4 3 2 1 ] as a linear combination of the basis vectors found

in (a) if this vector belongs to the vector space V .

Solution: (a) We need to �nd the largest number of linearly independent vectors in V

that span V . Using the procedure in the lecture note, we �rst form

A =

2
6664
v1
v2
v3
v4

3
7775 =

2
6664
1 2 3 4 5

1 3 5 6 7

1 3 6 8 9

1 3 6 10 12

3
7775 =)

2
6664
1 2 3 4 5

0 1 2 2 2

0 0 1 2 2

0 0 0 2 3

3
7775

Clearly, the dimension of V is 4 and v1, v2, v3 and v4 form a basis for V , as they are

linearly independent. Obviously, basis is non-unique. The following is another basis for

V :

u1 = [ 1 2 3 4 5 ] ; u2 = [ 0 1 2 2 2 ] ;

u3 = [ 0 0 1 2 2 ] ; u4 = [ 0 0 0 2 3 ] :

(b) Let

v = [ 5 4 3 2 1 ] = a1v1 + a2v2 + a3v3 + a4v4

The augmented matrix is then given by

~A =

2
666664

1 1 1 1 5

2 3 3 3 4

3 5 6 6 3

4 6 8 10 2

5 7 9 12 1

3
777775 =)

2
666664

1 1 1 1 5

0 1 1 1 �6
0 0 1 1 0

0 0 0 1 �3
0 0 0 0 �3

3
777775

Clearly, no solution exists to this linear system, or equivalently, v does not belong to the

vector space V .
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4. (a) If A is a m � p matrix, what is the largest possible value of its rank and the

smallest possible value of its nullity.

(b) Are there values of r and s for which the rank of

A =

2
6664
1 0 0

0 r � 2 2

0 s� 1 r + 2

0 0 3

3
7775

is one or two. If so, �nd those values.

Solution: (a)

maximal rank of an m� p matrix A = min(m; p)

Using the property,

rank(A) + nullity(A) = p

=)
nullity(A) � p�min(m; p):

(b) From (a), we know that

maximal rank of A = min(4; 3) = 3

Observing that the �rst row and the fourth row are always linearly independent regardless

the choices of r and s. Thus, the given matrix has at least a rank of 2. The only choice

to make its rank equal to 2 is to choose r = 2 and s = 1 such that the second column

is identically zero. Otherwise, its rank is always equal to 3.
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5. (a) Show that the following set of linear equations has a unique solution and then

�nd it:
4x1 � x2 = 1

x2 + 3x3 = 0

x1 � 4x3 = �2
(b) Show that the following homogeneous system has a non-trivial solution. Find

the solution space and its dimensions:

9x2 + x3 � 5x4 = 0

x1 + x2 � 4x4 = 0

x3 + 8x4 = 0

Proof: (a) The augmented matrix for the system is given by

~A =

2
64 4 �1 0 1

0 1 3 0

1 0 �4 �2

3
75 =)

2
64 1 0 4 �2
0 1 3 0

0 0 19 9

3
75

=) rand(A) = rank( ~A) = 3. Hence, the given system has at least one solution. Also,

the number of unknowns is equal to 3, which implies that the system has a unique solution

and it is given by

x1 = � 2

19
; x2 = �27

19
; x3 =

9

19
:

(b) The coeÆcient matrix of the system is

A =

2
64 0 9 1 �5
1 1 0 �4
0 0 1 8

3
75 =)

2
64 1 1 0 �4
0 1 1=9 �5=9
0 0 1 8

3
75

=) rank (A) = 3 < 4 = the number of unknowns. =) there exist non-trivial solutions.

The augmented matrix,

A =

2
64 0 9 1 �5 0

1 1 0 �4 0

0 0 1 8 0

3
75 =)

2
64 1 1 0 �4 0

0 1 1=9 �5=9 0

0 0 1 8 0

3
75

=) x1, x2 and x3 are leading variables (= rank(A)); x4 is free variable (= n�rank(A)).

The dimension of the solution space is equal to 1. This space is completely characterized

by 1 linearly independent solution vector,

solution vector =

�
23

9

13

9
�8 1

�
x4;

where x4 is totally free.

333
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TE 2401 Linear Algebra and Numerical Methods

Solutions to Tutorial Set 3

1. (a) Find the characteristic equation, eigenvalues and the corresponding eigenvectors

for the following matrix,

A =

2
64 5 6 2

0 �1 �1
1 0 2

3
75 :

(b) From the characteristic equation, �nd the determinant of A. What is the rank

of A?

(c) Now consider AT. Find its eigenvalues and eigenvectors. Let the eigenvalues be

�1, �2 and �3 and the corresponding eigenvectors of A be x1, x2, x3 and those

of AT be y1, y2 and y3. Verify that for i 6= j, xi and yj are orthogonal.

Solution: (a) The characteristic equation of A is given by

det(�I �A) = 0 or det(A� �I) = 0

or �������
�� 5 �6 �2
0 �+ 1 1

�1 0 �� 2

������� = 0 =) �
3 � 6�2 + �+ 14 = 0

=) The eigenvalues of A are then given by �1 = 2, �2 = 2 +
p
11 and �3 = 2�

p
11.

(�1I �A)x1 =

2
64�3 �6 �2

0 3 1

�1 0 0

3
75
0
B@ a

b

c

1
CA =

0
B@ 0

0

0

1
CA :

=) One possible solution is x1 =

0
B@ 0

�1
3

1
CA. Any its multiple is also a solution. Similarly,

one can obtain x2 =

0
B@

p
11

(3�
p
11)=2

1

1
CA and x3 =

0
B@ �

p
11

(3 +
p
11)=2

1

1
CA.

(b) Noting that

det(�I �A) = �
n + a1�

n�1 + � � �+ an�1�+ an

we have

det(0 � I �A) = det(�A) = (�1)n det(A) = an

For our problem, we have an = 14 and n = 3. Thus, det(A) = �14, which implies that

rank (A) = 3.
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(c) The eigenvalues of AT are the same as the eigenvalues of A. The eigenvectors of

AT can be found in the usual way, i.e.,

(�1I �AT)y1 =

2
64
�3 0 �1
�6 3 0

�2 1 0

3
75
0
B@
a

b

c

1
CA =

0
B@
0

0

0

1
CA =) y1 =

0
B@
�1
�2
3

1
CA :

Similarly, we can obtain

y2 =

0
B@ 1

3
p
11� 9

�3 +
p
11

1
CA and y3 =

0
B@ 1

�3
p
11� 9

�3�
p
11

1
CA

It is simple to check that

xT

1y2 = xT

1y3 = xT

2y1 = xT

2y3 = xT

3y1 = xT

3y2 = 0:

This property holds in general.

2. (a) Consider the symmetric matrix A, where

A =

�
3 1

1 3

�
:

Find its eigenvalues and normalized eigenvectors.

(b) Show that these eigenvectors are orthogonal to each other.

(c) Arrange these eigenvectors as the columns of a matrix P . Find the inverse of

P . Verify that in this case P�1 = P T.

Solution: (a)

det(A� �I) =

���� 3� � 1

1 3� �

���� = �
2 � 6�+ 8 = 0

=) �1 = 2 and �2 = 4.

(A� �1I)x1 =

�
1 1

1 1

� �
a

b

�
=

�
0

0

�
=) x1 =

�
1

�1
�

=) kx1k =
p
2. Thus, its normalized eigenvector is given by e1 =

1p
2

�
1

�1

�
. Similarly,

the normalized eigenvector corresponding to �2 is given by e2 =
1p
2

�
1

1

�
.

(b) Clearly, eT1e2 = 0. Hence, they are orthogonal.

(c) Let

P = [ e1 e2 ] =
1p
2

�
1 1

�1 1

�

Compute

PP T =
1p
2

�
1 1

�1 1

�
1p
2

�
1 �1
1 1

�
=

�
1 0

0 1

�
:

Hence, P�1 = P T. This property is true in general for symmetric matrices.
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3. Show that the determinant of a Vandermonde matrix V given by

V =

2
64
1 1 1

a b c

a
2

b
2

c
2

3
75 ;

is non-zero if a, b and c are distinct.

Proof:

det(V ) =

�������
1 1 1

a b c

a
2

b
2

c
2

�������
= bc

2 + ab
2 + a

2
c� a

2
b� b

2
c� c

2
a

= a
2(c� b) + bc(c� b) + a(b2 � c

2)

= (a2 + bc)(c� b) + a(b + c)(b� c)

= (b� c)(ab + ac� a
2 � bc)

= (b� c)

�
b(a� c)� a(a� c)

�

= (b� c)(b� a)(a� c)

6= 0; if a, b and c are distinct.
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4. Given a matrix

A =

2
64
�2 2 1

�1 1 1

�2 2 1

3
75 ;

compute A314150, cos(A�) and e
A.

Solution: To compute A314150, one might multiply it directly (which will take about

20 years) or �nd some easy ways. Let us diagonalize the given matrix A �rst by �nding

its eigenvalues and eigenvectors.

det(�I �A) =

�������
�+ 2 �2 �1
1 �� 1 �1
2 �2 �� 1

������� = �
3 � � = 0

Hence, the eigenvalues of A are given by �1 = �1, �2 = 0, and �3 = 1. Their

corresponding eigenvectors are

x1 =

0
B@ 1

0

1

1
CA ; x2 =

0
B@ 1

1

0

1
CA ; x3 =

0
B@ 1

1

1

1
CA :

Let

P = [x1 x2 x3 ] =

2
64 1 1 1

0 1 1

1 0 1

3
75 =) P�1 =

2
64 1 �1 0

1 0 �1
�1 1 1

3
75

and

D = P�1AP =

2
64
�1 0 0

0 0 0

0 0 1

3
75 =) A = PDP�1

:

Noting that

A314150 = A �A �A � � �A (314150 times)

= PDP�1 � PDP�1 � PDP�1 � � �PDP�1

= PD314150P�1

= P

2
64 (�1)

314150 0 0

0 0314150 0

0 0 1314150

3
75P�1

=

2
64 1 1 1

0 1 1

1 0 1

3
75
2
64 1 0 0

0 0 0

0 0 1

3
75
2
64 1 �1 0

1 0 �1
�1 1 1

3
75

=

2
64 0 0 1

�1 1 1

0 0 1

3
75
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Similarly,

cos(A�) = P cos(D�)P�1 = P

2
64
cos(��) 0 0

0 cos(0) 0

0 0 cos(�)

3
75P�1

=)

cos(A�) = P

2
64�1 0 0

0 1 0

0 0 �1

3
75P�1 =

2
64 1 0 �2
2 �1 �2
0 0 �1

3
75 ;

and

e
A = P

2
64 e

�1 0 0

0 e
0 0

0 0 e

3
75P�1 =

2
64 1� e + 1=e e� 1=e e� 1

1� e e e� 1

1=e� e e� 1=e e

3
75 :
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5. Show that Q = 3x21+x
2
2+2x23+2x1x3+2kx2x3 can be expressed as xTAx. Find the

symmetric matrix A. Find all values of k for which the quadratic form Q is positive

de�nite.

Proof: (a) In general,

xTAx = (x1 x2 � � � xn )A

0
BBB@
x1

x2
...

xn

1
CCCA =

nX
i=1

nX
j=1

aijxixj

In our case, we have n = 3 and

3X
i=1

3X
j=1

aijxixj = 3x21 + x
2
2 + 2x23 + 2x1x3 + 2kx2x3

Comparing similar terms on both sides, we obtain

a11 = 3; a22 = 1; a33 = 2;

and

a13 + a31 = 2; a23 + a32 = 2k; a12 + a21 = 0;

For a symmetric A, we should choose

a13 = a31 = 1; a23 = a32 = k; a12 = a21 = 0

and hence

A =

2
64
3 0 1

0 1 k

1 k 2

3
75 :

Note that a matrix A is positive de�nite if and only if the determinant of every leading

principal submatrix of A is positive. For our case,

det(3) = 3 > 0; det

��
3 0

0 1

��
= 3 > 0; det(A) = 5� 3k2

For positive de�niteness of A, we need 5� 3k2 > 0 or �
q
5=3 < k <

q
5=3.

333
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TE 2401 Linear Algebra and Numerical Methods

Solutions to Tutorial Set 4

1. Assume that the true value of � is 3:14159265 to eight decimal places.

(a) Find the absolute and relative errors in approximating � by �� = 3:1416

(b) Find the absolute and relative errors in approximating 100� by 100�� = 314:16

Solution: (a) The absolute error is

j� � ��j � 0:00000735

and the relative error is
j� � ��j

�

� 2:34e� 6

Since the absolute error is less than 5e � 5 but greater than 5e � 6, we say that the

approximation is accurate to four decimal places. Similarly, from the relative error, we

say that the accuracy is �ve signi�cant �gures.

(b) The absolute error is now

j100� � 100��j � 0:000735

So, the approximation is accurate to two decimal places. For the relative error, we again

have
100j� � 100��j

100�
� 2:34e� 6

which is the same as in (a) and is �ve signi�cant �gures of accuracy.
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2. Discuss the convergence of the following two iterative schemes for possible solution

of f(x) = e
x � 1� 2x = 0

(a) xn+1 = (exn � 1)=2

(b) xn+1 = ln(1 + 2xn)

Solution: Observe that f(1) < 0 < f(2), so the equation has a solution in the interval

[1; 2].

(a) In this case g(x) = (ex � 1)=2, thus g
0(x) = e

x
=2 which is greater than unity

throughout the interval [1; 2]. This iteration scheme will then fail to converge. Let us

take x0 = 1:5. Then we obtain iteration results:

1:7408445; 2:3510785; 4:7484424; 57:2021964; � � � � � �

It does fail.

(b) In this case, g(x) = ln(1 + 2x), thus g0(x) = 2=(1 + 2x) which is less than unity

in the interval [1; 2]. If one start an initial point x0 within the interval [1; 2], then by

the convergent theorem for �xed point method, we know that the iteration scheme will

converge. One of its iteration with x0 = 1:5 will be given in the next question.
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3. Solve the equation e
x� 1� 2x = 0 by Newton's method. The solution is expected to

be computed up to 7 decimal places. Compare the speed of convergence with that

using 2(b), assuming the same starting point of x0 = 1:5.

Solution: First, we note that

f
0(x) = (ex � 1� 2x)0 = e

x � 2

Hence, the Newton iteration becomes

xn+1 = xn �
e
xn � 2xn � 1

e
xn � 2

and the convergence of the above formula can be easily veri�ed in the interval [1; 2].

Starting at x0 = 1:5, the �rst �ve iterations yield

1:3059027; 1:2590587; 1:2564392; 1:2564312; 1:2564312

If 2(b) is used instead, the �rst 20 iterations starting at x0 = 1:5 are as follows

1:3862944; 1:3277614; 1:2962391; 1:2788423; 1:2691099

1:2636237; 1:2605178; 1:2587552; 1:2577534; 1:2571837

1:2568595; 1:2566750; 1:2565700; 1:2565102; 1:2564762

1:2564568; 1:2564458; 1:2564395; 1:2464359; 1:2564339

Obviously, Newton's method is much faster.
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4. Consider the problem of computing
p
a for a positive real number a.

(a) Use Newton's method to design an iterative equation for this purpose.

(b) Derive the absolute and relative iterative error formulas for the equation ob-

tained in (a).

Solution: (a) Let f(x) = x
2 � a. Then the root for f(x) in (0;+1)is what we want.

Since f 0(x) = 2x, the Newton's iteration scheme or equation is given by

xn+1 = xn �
f(xn)

f
0(xn)

= xn �
x
2
n � a

2xn

=
1

2

�
xn +

a

xn

�
; n = 0; 1; 2; � � �

(b) Subtracting
p
a from both sides of the above equation, the absolute error formula is

obtained as

en+1 =
p
a� xn+1

=
p
a� 1

2

�
xn +

a

xn

�

= � 1

2xn

�
a� 2

p
axn + x

2
n

�

= � 1

2xn

�p
a� xn

�2

= � 1

2xn

e
2
n

For the relative error formula

rn+1 =
en+1p

a

= �
p
a

2xn

 p
a� xnp

a

!2

= �
p
a

2xn

r
2
n
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5. Solution to (a):

(a) Complete Newton's Divided Deference table for sin(x) with xj = 0, 0:1�, 0:2�,

� � �, 0:5�.

xj f

[0]
0 f

[1]
0 f

[2]
0 f

[3]
0 f

[4]
0 f

[5]
0

0 0

0:98364

0:1� 0:30902 �0:15325
0:88735 �0:14668

0:2� 0:58779 �0:29149 0:02411

0:70420 �0:11638 0:00572

0:3� 0:80902 �0:40118 0:03310

0:45312 �0:07478
0:4� 0:95106 �0:47166

0:15578

0:5� 1

(b) From this table, compute sin(�=4) using linear and quadratic interpolation from

the intervals: (0:2�; � � �).

Solution: Using linear interpolation, we obtain

sin

�
�

4

�
= 0:58779 + 0:05�(0:70420) = 0:69841

Using quadratic interpolation, we obtain

sin

�
�

4

�
= 0:58779 + 0:05�(0:70420) + (0:05�)(�0:05�)(�0:40118) = 0:70831
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(c) The error of the n-th order polynomial pn(x) interpolating fxig is given by

en(x) = f(x)� pn(x) =
f
(n+1)(�)

(n + 1)!
(x� x0)(x� x1) � � � (x� xn)

where � is a point in the smallest interval containing fxig. Also note that x0 in
the above formula is the actual starting point of the intervals for interpolation

while in case (b), x0 = 0:2�.

Use the above formula to compute error estimates for the linear and quadratic

interpolations in (b) and compare these estimates with the actual errors.

Solution: The actual errors are

e1

�
�

4

�
= 0:070711� 0:69841 = 8:7e� 3

for linear interpolation and

e2

�
�

4

�
= 0:070711� 0:70831 = �1:2e� 3

for quadratic interpolation.

To compute the error estimates, note that f 00(x) = � sin(x) and f 000(x) = � cos(x).

Use the given formula for linear case

e1(x)jx=0:25� = � 1

2!
sin(x�)(x� 0:2�)(x� 0:3�)jx=0:25� = (1:2337e� 2) sin(x�)

with 0:2� � x
� � 0:3�. Thus,

7:25e� 3 � e1

�
�

4

�
� 9:98e� 3

with the middle value 8:6e� 3, which is quite close to the actual error.

For quadratic case

e2(x)jx=0:25� = � 1

3!
cos(x�)(x� 0:2�)(x� 0:3�)(x� 0:4�)jx=0:25�

= (�1:9379e� 3) cos(x�)

with 0:2� � x
� � 0:4�. Thus,

�1:57e� 3 � e2

�
�

4

�
� �0:60e� 3

with the middle value �1:1e� 3, which is also quite close to the actual error.
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6. (a) Find the least square quadratic �t to the following shifted data for the function:

f(x) =
x + 2

4
e
(x+2)=4 � 1

xi �3 �2 �1 0 1 2 3

f(xi) �1:195 �1 �0:679 �0:1756 0:5878 1:718 3:363

Solution: The least square �t has the form

ŷ = a0 + a1x+ a2x
2

The coeÆcients can be determined by solving the following linear equations

2
64
P
(xi)

0 P
(xi)

1 P
(xi)

2P
(xi)

1
P
(xi)

2
P
(xi)

3P
(xi)

2 P
(xi)

3 P
(xi)

4

3
75
2
64 a0a1
a2

3
75 =

2
64
P
yiP
xiyiP
x
2
i yi

3
75

Filling in the given data, we have

2
64 7 0 28

0 28 0

28 0 196

3
75
2
64 a0a1
a2

3
75 =

2
64 2:6192

20:3768

22:2928

3
75

Solving for the coeÆcients,

a0 = �0:1885; a1 = 0:7277; a3 = 0:1407

(b) Compute the error at the data points and describe how they are distributed?

Solution: The error at each point can be computed as ei = f(xi)� ŷi:

e1 = �0:0897; e2 = 0:0811; e3 = 0:0965; e4 = 0:0129;

e5 = �0:0921; e6 = �0:1120; e7 = 0:1020

The average error �e = (
P
ei)=N = �1:86e�4 can be used to compute the variance

�e =
qP

(ei � �e)2=N which measures the distribution of ei with respect to �e. The

variance is obtained as �e = 0:0891, which is relatively large in comparison with

the maximum error. This is because N is small in this exercise.

333
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TE 2401 Linear Algebra and Numerical Methods

Solutions to Tutorial Set 5

1. Compute J =
R 1
0 f(x)dx with f(x) = x

3 using the following numerical approxima-

tions:

(a) The Trapezoidal Rule:

Jn =
1

2n

2
4
f(0) + f(1) + 2

n�1X
j=1

f

�
j

n

�35
; n = 1; 2; 4

and compute J � Ji, i = 1; 2; 4.

Solution: Applying the above rule, we obtain

J1 =
1

2

h
03 + 13

i
= 0:5

J2 =
1

4

h
0 + 1 + 2(0:5)3

i
= 0:3125

and

J4 =
1

8

h
0 + 1 + 2(0:25)3 + 2(0:5)3 + 2(0:75)3

i
= 0:265625

Also note that the exact value

J =

Z 1

0
x
3
dx =

1

4
x
4

����1
0

= 0:25

Hence,

J � J1 = �0:25; J � J2 = �0:0625; J � J4 = �0:015625

Errors are decreasing as n is increasing.
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(b) The simpler (midpoint) Rectangular Rule

In =
1

n

nX
j=1

f

�
2j � 1

2n

�
; n = 1; 2; 4

and compute J � Ii, i = 1; 2; 4.

Solution: From the above formula, we have

I1 = f (0:5) = 0:125

I2 =
1

2

h
f(0:25) + f(0:75)

i
= 0:21875

and

I4 =
1

4

h
f(0:125) + f(0:375) + f(0:625) + f(0:875)

i
= 0:2422

Hence,

I � I1 = 0:125; I � I2 = 0:03125; I � I4 = 0:0078

(c) Simpson's 1
3
Rule with h = 0:5,

K1 =
h

3

h
f(0) + 4f(h) + f(1)

i

and with h = 0:25

K2 =
h

3

h
f(0) + 4f(h) + 2f(2h) + 4f(3h) + f(1)

i

and compute J �Ki, i = 1; 2.

Solution: We have

K1 =
0:5

3

h
f(0) + 4f(0:5) + f(1)

i
=

0:5

3

h
0 + 4� 0:125 + 1

i
= 0:25

and

K2 =
0:25

3

h
f(0) + 4f(0:25) + 2f(0:5) + 4f(0:75) + f(1)

i

=
0:25

3

h
0 + 4� 0:015625 + 2� 0:125 + 4� 0:421875 + 1

i

= 0:25

Hence, J �K1 = J �K2 = 0. Clearly, for this problem, Simpson's 1
3
rule yields the best

result.
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2. Evaluate the following integrals numerically as indicated.

Si(x) =

Z x

0

sin x�

x
� dx

�
; C(x) =

Z x

0
cos(x�2)dx�

These are non-elementary integrals. Si(x) is called the sine integral and C(x) the

Fresnel integral.

(a) Si(1) by the trapezoidal rule with n = 5 and n = 10.

(b) Si(1) by the Simpson's 1
3
rule with h = 0:5 and h = 0:1.

(c) C(2) by the trapezoidal rule with n = 10.

(d) C(2) by the Simpson's 1
3
rule with h = 0:2.

Solution: (a) The trapezoidal rule with n = 5 (h = 1=5 = 0:2) gives

Si(1) � h

2

�
f0 + 2f1 + 2f2 + 2f3 + 2f4 + f5

�

=
0:2

2

�
f(0) + 2f(0:2) + 2f(0:4) + 2f(0:6) + 2f(0:8) + f(1)

�

= 0:1

�
1 + 2

sin 0:2

0:2
+ 2

sin 0:4

0:4
+ 2

sin 0:6

0:6
+ 2

sin 0:8

0:8
+ sin 1:0

�

= 0:1[1 + 1:98669 + 1:94709 + 1:88214 + 1:79339 + 0:84147]

= 0:94508

The trapezoidal rule with n = 10 (h = 1=10 = 0:1) gives

Si(1) � h

2

�
f0 + 2f1 + 2f2 + 2f3 + 2f4 + 2f5 + 2f6 + 2f7 + 2f8 + 2f9 + f10

�

=
0:1

2

�
f(0) + 2

9X
k=1

f(0:1k) + f(1)

�

= 0:05

"
1 + 2

9X
k=1

sin(0:1k)

0:1k
+ sin 1:0

#

= 0:94583

The exact value of Si(1) = 0:94608.
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(b) The Simpson's 1
3
rule with h = 0:5 gives

Si(1) � h

3

h
f0 + 4f1 + f2

i

=
0:5

3

h
1 + 4

sin 0:5

0:5
+ sin 1:0

i

=
0:5

3

h
1 + 3:83540 + 0:84147

i

= 0:94615

The Simpson's 1
3
rule with h = 0:1 gives

Si(1) � h

3

h
f0 + 4f1 + 2f2 + 4f3 + 2f4 + 4f5 + 2f6 + 4f7 + 2f8 + 4f9 + f10

i

=
0:1

3

h
1 + 4

5X
k=1

sin[0:1(2k � 1)]

0:1(2k � 1)
+ 2

4X
k=1

sin(0:2k)

0:2k
+ sin 1:0

i

= 0:94608

Clearly, Simpson's rule yields better results.

(c) The trapezoidal rule with n = 10 (h = 2=10 = 0:2) gives

C(2) � h

2

�
f0 + 2f1 + 2f2 + 2f3 + 2f4 + 2f5 + 2f6 + 2f7 + 2f8 + 2f9 + f10

�

=
0:2

2

�
f(0) + 2

9X
k=1

f(0:2k) + f(2)

�

= 0:1

"
1 + 2

9X
k=1

cos[(0:2k)2] + cos 4

#

= 0:4716

The exact value of C(2) = 0:4615.

(d) The Simpson's 1
3
rule with h = 0:2 gives

C(2) � h

3

h
f0 + 4f1 + 2f2 + 4f3 + 2f4 + 4f5 + 2f6 + 4f7 + 2f8 + 4f9 + f10

i

=
0:2

3

h
1 + 4

5X
k=1

cosf[0:2(2k � 1)]2g+ 2
4X

k=1

cosf(0:4k)2g+ cos 4
i

= 0:4612

Clearly, Simpson's rule again yields better results.
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3. Given the following initial condition problem

y
0(x) = y(x); y(0) = 1

(a) Show that the solution of Euler's method with the step-size h can be written

as

yn = c(h)xn; n = 0; 1; 2; � � �

where c(h) = (1 + h)1=h (note that limh!0 c(h) = e) and xn = nh.

Solution: Euler's method leads to

yn+1 = (1 + h)yn; y0 = 1

Its solution is

yn = (1 + h)n; n = 0; 1; 2; 3; � � �

which can be written as

yn = [(1 + h)1=h]nh = c(h)xn

(b) Show that

max
0�x�1

jy(xn)� ynj = e� c(h) � h

2
e

where e = 2:718281828 � � �, the natural number.

Solution: Note that

y(xn)� yn = e
xn � c(h)xn

As e > c(h), the above function increases as xn increases. Thus

max
0�x�1

jy(xn)� ynj = e� c(h)

Also note that

c(h) = exp

�
1

h

ln(1 + h)

�
= exp

(
1� h

2
+

h
2

3
� � � �

)

Hence

e� c(h) = e

"
1� exp

(
�h

2
+

h
2

3
� � � �

)#
= e

 
h

2
� 1

2
� 1
4
h
2 � � � �

!
� h

2
e
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4. Two second order methods for solving numerically the initial condition problem:

dy

dx

= f(x; y)

with x0 = x(0) and y0 = y(0) are:

Method I Method II

x0 = x(0); y0 = y(0) x0 = x(0); y0 = y(0)

xn+1 = xn + h xn+1 = xn + h

k1 = h � f(xn; yn) k1 = h � f(xn; yn)

k2 = h � f(xn+1; yn + k1) k3 = h � f(xn+1 + h; yn + 2k1)

yn+1 = yn + (k1 + k2)=2 yn+1 = yn + (3k1 + k3)=4

(a) Show that these methods give identical results for f(x; y) = x + y.

Solution: Let f(x; y) = x+ y. Then k1 = h(xn + yn) and

k2 = h(xn+1 + yn + k1) = h [xn + h+ yn + h(xn + yn)]

for Method I. Thus

k1 + k2

2
= h

"
xn + yn +

h

2
(1 + xn + yn)

#

Next, for Method II,

k3 = h(xn+1 + h + yn + 2k1) = h

h
xn + yn + 2h+ 2h(xn + yn)

i

which implies

3k1 + k3

4
=

h

4

h
3(xn + yn) + xn + yn + 2h(1 + xn + yn)

i

= h

"
xn + yn +

h

2
(1 + xn + yn)

#

=
k1 + k2

2

This proves the assertion.
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(b) For f(x; y) = y + 1 + e
x, take four steps with each method, and compare your

results with analytical solution,

y = xe
x � 1

Use h = 0:05 and initial conditions: x(0) = 0 and y(0) = �1.

Solution: The following table demonstrates the details

n xn yn ynI ynII eI eII

0 0 �1 �1 �1 0 0

1 0:05 �0:947436 �0:947468 �0:947435 3:2e� 5 �1e� 6

2 0:10 �0:889483 �0:889550 �0:889481 6:7e� 5 �2e� 6

3 0:15 �0:825725 �0:825833 �0:825724 1:08e� 4 �1e� 6

4 0:20 �0:755719 �0:755874 �0:755720 1:55e� 4 1e� 6

This demonstrates that the algorithms of the same order can give signi�cantly

di�erent results for the same problem.
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5. Find a numerical solution for a vibrating string which is characterized by a wave

equation

utt = uxx; 0 � x � 1; t � 0

with an initial displacement

u(x; 0) = sin(�x)

and an initial velocity

ut(x; 0) = 0

and boundary conditions

u(0; t) = u(1; t) = 0

Let h = k = 0:2 and compute the solution u(x; t) for t up to 1 second. Note that the

exact solution to this problem is given by u(x; t) = sin(�x) cos(�t). Compare your

results with the exact solution.

Solution: Let us solve this problem step by step. The �rst step is to de�ne a grid on

the region of interests,

6

-

x0 0.2 0.4 0.6 0.8 1

0.2

0.4

0.6

0.8

1

k

h

(j = 0)

(j = 1)

(j = 2)

(j = 3)

(j = 4)

(j = 5)

i = 0 i = 1 i = 2 i = 3 i = 4 i = 5

t

u1;1 u2;1 u3;1 u4;1

u1;2 u2;2 u3;2 u4;2

u1;3 u2;3 u3;3 u4;3

u1;4 u2;4 u3;4 u4;4

u1;5 u2;5 u3;5 u4;5
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Step 2: Approximate derivatives at mesh points by central di�erence quotients, i.e.,

uxx(ih; jk) =
ui+1;j � 2ui;j + ui�1;j

h
2

and

utt(ih; jk) =
ui;j+1 � 2ui;j + ui;j�1

k
2

where in this problem, we have h = k = 0:2. This brings the given PDE, utt = uxx, to

a di�erence equation (note that r� = c
2
k
2
=h

2 = 1),

ui;j+1 = (2� 2r�) � ui;j + r
�
ui�1;j + r

�
ui+1;j � ui;j�1 = ui�1;j + ui+1;j � ui;j�1

For j = 0, we would have to use equation (?) derived on page 102 of the second part of

our lecture notes, i.e.,

ui;1 = (1� r
�)f1(xi) +

1

2
r
�
f1(xi�1) +

1

2
r
�
f1(xi+1) + kf2(xi)

which is reduced to

ui;1 =
1

2
sin
�
� � (i� 1) � 0:2

�
+
1

2
sin
�
� � (i+ 1) � 0:2

�

Step 3: The initial conditions are

u1;0 = 0:588; u2;0 = 0:951; u3;0 = 0:951; u4;0 = 0:588

For j = 0; 1; 2; 3; 4, we obtain

u1;1 = 0:476; u2;1 = 0:769; u3;1 = 0:769; u4;1 = 0:476

u1;2 = 0:182; u2;2 = 0:294; u3;2 = 0:294; u4;2 = 0:182

u1;3 = �0:182; u2;3 = �0:294; u3;3 = �0:294; u4;3 = �0:182

u1;4 = �0:476; u2;4 = �0:769; u3;4 = �0:769; u4;4 = �0:476

u1;5 = �0:588; u2;5 = �0:951; u3;5 = �0:951; u4;5 = �0:588

It turns out that these values are exact as it can be easily veri�ed by the exact solution

of the problem. For example, the exact solutions of

u3;3 = u(3� 0:2; 3� 0:2) = u(0:6; 0:6) = sin(0:6�) cos(0:6�) = �0:294 (
p

)

u4;5 = u(4� 0:2; 5� 0:2) = u(0:8; 1:0) = sin(0:8�) cos(1:0�) = �0:588 (
p

)
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6. The cross-section of a coaxial cable has an inner 1-cm-square conductor at the center

of an outer conductor which has a 5-cm-square inner boundary, as shown in the �gure.

The inner conductor is kept at zero volts while the outer conductor is kept at 110

volts.

0 V

110 V

To �nd an approximation of the potential between the two conductors, place a grid

with horizontal mesh spacing h = 1 cm and vertical mesh spacing k = 1 cm on the

region:

R = f(x; y) j 0 � x � 5; 0 � y � 5g

where we want to approximate the solution of Laplace's equation uxx+ uyy = 0: Use

the central di�erence approximations and the given boundary conditions to derive

the linear system that needs to be solved. Solve it using any software package.

Solution: Let us do it step-by-step as follows:

Step 1: De�ne a grid on R with mesh points

r r r r

r r r r

r r r r r

r

r

r

rr

r

r

r

r

r

r

r

r

r

r

r

r

r

r

r

r

r

r

6

-

��
�
�

�
�
�

�
�
�

�
�
��

5

5 x

y

1 2 3 4

4

3

2

1

0

u1;4 u2;4 u3;4 u4;4

u1;3 u4;3

u1;2 u4;2

u1;1 u2;1 u3;1 u4;1

110 V

110 V

110 V

110 V

0 0

0 0
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Step 2: Approximate derivatives at mesh points by central di�erence quotients, i.e.,

uxx(ih; jk) =
ui+1;j � 2ui;j + ui�1;j

h
2

and

uyy(ih; jk) =
ui;j+1 � 2ui;j + ui;j�1

k
2

where in this problem, we have h = k = 1 cm. This brings the given PDE, uxx+uyy = 0,

to a di�erence equation,

ui+1;j + ui�1;j + ui;j+1 + ui;j�1 � 4ui;j = 0

Then for the point u1;1, we have

u2;1 + u0;1 + u1;2 + u1;0 � 4u1;1 = u2;1 + 110 + u1;2 + 110� 4u1;1 = 0

or

u2;1 + u1;2 � 4u1;1 = �220 (0.3)

Similarly, we obtain

u1;1 + u3;1 � 4u2;1 = �110 (0.4)

u2;1 + u4;1 � 4u3;1 = �110 (0.5)

...

u3;4 + u4;3 � 4u4;4 = �220 (0.6)

Let u = [ u14 u24 u34 u44 u13 u43 u12 u42 u11 u21 u31 u41 ]. We have2
66666666666666666666664

�4 1 0 0 1 0 0 0 0 0 0 0

1 �4 1 0 0 0 0 0 0 0 0 0

0 1 �4 1 0 0 0 0 0 0 0 0

0 0 1 �4 0 1 0 0 0 0 0 0

1 0 0 0 �4 0 1 0 0 0 0 0

0 0 0 1 0 �4 0 1 0 0 0 0

0 0 0 0 1 0 �4 0 1 0 0 0

0 0 0 0 0 1 0 �4 0 0 0 1

0 0 0 0 0 0 1 0 �4 1 0 0

0 0 0 0 0 0 0 0 1 �4 1 0

0 0 0 0 0 0 0 0 0 1 �4 1

0 0 0 0 0 0 0 1 0 0 1 �4

3
77777777777777777777775

u =

2
66666666666666666666664

�220
�110
�110
�220
�110
�110
�110
�110
�220
�110
�110
�220

3
77777777777777777777775

The above equation can be solved to obtain u1;4 = u4;4 = u1;1 = u4;1 = 88 V and all the

rest u's are equal to 66 V.
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